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Abstract—Accurate cost estimation at the early stage of a 

construction project is a key factor in the success of most 

projects. Many difficulties arise when estimating the cost during 

the early design stage in customized furniture manufacturing. It 

is important to estimate the product cost in the earlier 

manufacturing phase. The cost estimation is related to the 

prediction of the cost, which commonly includes calculation of 

the materials, labor, sales, overhead, and other costs. Historical 

data of the previously manufactured products can be used in 

the cost estimation process of the new products. In this paper, 

we propose an early cost estimation approach, which is based on 

machine learning techniques. The experimental investigation 

based on the real customized furniture manufacturing data is 

performed, results are presented, and insights are given. 

 
Index Terms—Cost estimation, customized furniture 

manufacturing, analogous estimating, machine learning, 

prediction.  

 

I. INTRODUCTION 

Customization of products is a challenging trend for the 

recent year. Competitive pressure, complex customer 

requirements, expectations of interested parties initiate 

additional requirements for manufacturers and products. This 

has particularly affected the manufacturing of customized 

furniture. Thereby, companies need decision support tools to 

ensure an immediate response to individual orders and a 

proper assessment of production procedures, costs, and 

timing. The task to estimate costs as precise and timely as 

possible has become critical in customized manufacturing 

[1]. 

More and more customers want to stand out and to order 

exclusive furniture. Customization changes pricing policy, as 

a specificity of customized furniture manufacturing, 

significantly influences the furniture cost. When considering 

the factors that influence the success of the results of 

manufacturing, it is evident that the cost is as essential as 

quality and functionality. The cost depends on furniture 

complexity (the furniture consists of many components, a 

part of them is complex), production volume (large volume 

decreases the cost of one item), design overhead (a new 

design needs additional designer time, or the existing design 
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can be simply customized), production peculiarities (much 

manual work, expensive machine tools are used). One more 

issue arises, when the cost has been estimated before 

manufacturing while the information about the actual costs is 

most limited, it is called early cost estimation. The accuracy 

of this estimation can strongly affect company profits: too 

low price will reduce profits, too high price can deter 

customers. 

Different approaches have been developed for early cost 

estimation, however, they are missing in the furniture 

industry. Cost estimation is defined as the process of 

predicting the cost of a product before all stages of product 

development have been completed. As a rule, the accuracy of 

a cost estimation reflects the information currently available. 

Furniture manufacturing has a great variety of products and 

prices, from smallholders to large expensive furniture sets. 

Cost estimation of the product in the early design stage is 

useful for accelerating product entry to the market, reducing 

costs, and improving quality with a high level of 

competitiveness in the market [2]. It is very important for 

companies to properly and promptly react to changes in the 

growing complexity of customized manufacturing to be able 

to produce maximum precision in their pricing. Thus, 

machine learning-based approaches of cost estimation would 

be adapted for the furniture production domain. Machine 

learning is widely used in various fields of production [3]-[7] 

and can be an effective and accurate technique to estimate the 

cost of customized furniture. The objective of the research is 

to propose a machine learning-based approach to estimate the 

cost for customized furniture manufacturing in the early 

design phase. 

The rest of the paper is organized as follows. A 

comprehensive review of related works is performed and 

presented in Section II. Section III is devoted to machine 

learning-based cost estimation. A use case analysis is 

presented in Section IV. Finally, Section V concludes the 

research. 

 

II. COST ESTIMATION TECHNIQUES 

Recently, the main factors for the successful development 

of manufacturing enterprises are related to product quality, 

competitive cost, fast delivery, and flexibility. Moreover, 

product customization puts extra pressure on manufacturing 

enterprises to survive and remain profitable, when allowed 

consumers to purchase products that are customized to their 

specifications [8]. In customized manufacturing, also called 

make-to-order, the production of an item begins only after a 

customer is confirmed an order. Here, early cost estimation is 

an extremely important factor. 

Cost estimation is concerned with the prediction of costs 
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related to a set of activities and materials before they have 

been executed [9], [10]. Firstly, it is needed for 

manufacturing enterprises for financial plans and strategies. 

Secondly, this is especially important for customized 

manufacturing, when customers want to know the product 

price in advance. This preliminary price should be as close to 

the final price as possible. To calculate the price, the cost 

drivers should be identified considering customer 

requirements. The process usually takes a lot of time and 

requires many resources. To attract customers, the time for 

cost estimation should be decreased.  

A simple way of the furniture price calculation is as 

follows: 𝑃𝑤  =  𝐶𝑝  +  𝑃𝑝, were 𝑃𝑤 is the price of the product, 

𝐶𝑝 is the total cost of production, 𝑃𝑝 is the profit. The cost 𝐶𝑝 

consists of direct costs and overhead costs. Direct cost 

includes direct material costs, direct labor cost, and other 

costs. Production costs, administrative costs, the cost of 

disposing belong to overhead costs. 

Some important elements are related to cost estimation 

[11]. Firstly, the cost estimating technique requires extensive 

historical data including not only features that influence the 

cost, but also the costs of the previous products.  Secondly, it 

is necessary to identify human and financial resources, how 

many people (cost estimators), and what their competence is 

required to estimate the cost, what financial support needs. It 

is also essential to know both company and customer 

expectations, outcome, and usage of the estimate. Finally, a 

schedule is also an important element, how much time is to 

collect the required data, how much time is needed for 

evaluation to complete the estimate, given the available 

resources and data. 

In the literature, cost estimation techniques are divided into 

qualitative or quantitative [8] (Fig. 1). An idea of qualitative 

cost estimation techniques is based on a comparison of a new 

product with the previously manufactured products to 

identify their similarities. The similarities help to incorporate 

the past data into the new product, and there is no need for the 

cost estimate from scratch. Thus, using the cost estimator 

experience, the previous design and manufacturing data 

provide useful information to calculate a reliable cost 

estimate of a new product that is similar to the manufactured 

one according to past design. Qualitative cost estimation 

techniques can be categorized into intuitive and analogical 

techniques. The intuitive cost estimation techniques are 

grounded on the cost estimator experience [12]. Knowledge 

is used to generate cost estimates. The expert knowledge can 

be stored in the form of rules, decision trees, and judgments at 

a specific database to facilitate the decision-making process 

and prepare cost estimates for new products. When using 

analogical techniques (sometimes called top-down), the cost 

of a new product is estimated according to the cost of similar 

known products. Here, the similarity is commonly evaluated 

without any quantitative measure. 

Quantitative cost estimation techniques are based on a 

detailed analysis of product design, its features, called cost 

drivers, and corresponding manufacturing processes instead 

of simply relying on the past data or knowledge of a cost 

estimator. Although these techniques are known to provide 

more accurate results, the usage is normally restricted to the 

final design phases due to the requirement of detailed product 

design. Quantitative techniques can be further categorized 

into parametric and analytical techniques [13]. 

In parametric techniques (sometimes called statistical), 

historical data and empirical examinations are evaluated to 

gain information on the causal link between product features 

and costs [13]. In other words, parametric cost estimates are a 

result of a cost estimating using statistical relationships 

between historical costs and other product characteristics. 

Regression analysis is widely used for cost estimation as a 

well-defined mathematical approach [14], [15]. Moreover, 

this analysis enables to explain the significance of a variable 

and the relationships between other variables. Artificial 

neural networks are also suitable for cost estimations. 

However, they require a large amount of historical data for 

accurately training. 

Analytical cost techniques (sometimes called bottom-up 

estimating and engineering build-up) provide a detailed 

decomposition of costs, and the total cost is usually computed 

as a sum of such parts as labor, material, machine-related 

things multiplied by the time required to perform 

manufacturing tasks. Analytical approaches depict the 

relevant processes of product creation in detail, and derive 

the costs incurred, aggregating them properly [13]. The 

analytical approach requires decomposing a product into 

elementary units, operations, and activities that represent 

different resources consumed during the production cycle 

and expressing the cost as a summation of all these 

components [8]. 

Moreover, some analogical techniques can be assigned to 

quantitative one, when numerical similarity measure is used 

to identify the analogous product [16]. Analogy estimates are 

based on a comparison of the new product to similar ones. 

They can be applied when the new product is similar to a 

number of others that were carried out earlier. In this case, the 

total cost of the product is determined on the basis of 

accumulated experience. Cost estimation using analogy 

reasons from functional or geometrical similarity to a similar 

product considering the similarity measures describing the 

level of correspondence of the relevant characteristics [13]. 

 

 
Fig. 1. Cost estimation techniques. 

Cost estimation 

techniques

Qualitative Quantitative

Intuitive Analogical Parametric Analytical

International Journal of Machine Learning and Computing, Vol. 11, No. 1, January 2021

29



III. MACHINE LEARNING-BASED COST ESTIMATION 

Customized furniture manufacturing companies can be 

categorized into two groups. Companies of one group are 

responsible for the design, thus, all manufacturing process 

includes from design creation to final manufacturing. In these 

cases, the final cost depends on the complexity of the design, 

and the manufacturer and the customer can negotiate the 

price, reducing or complicating the design. 

Other type companies obtain orders with a design sketch 

(quotation), and it is necessary to estimate the cost of the 

furniture. The cost estimation from sketch analysis would be 

accurate because sketches reveal the complexity of items that 

influences manufacturing cost. However, if we want to 

involve machine learning techniques, a problem arises due to 

historical data. A lot of various sketches need because an 

image recognition problem should be solved, and the training 

process requires many data/images to obtain accurate results. 

It is necessary to have many similar sketches to train image 

recognition algorithms accurately. Furthermore, it is another 

problem in customized furniture manufacturing. 

We propose to solve the cost estimation problem by 

analyzing the numerical data of manufacturing. Different 

manufacturing companies use different tools for data storage 

as well as different methodologies for cost estimation. It 

would be appropriate to store the data in Enterprise Resource 

Planning (ERP) or other systems, however, a typical case, 

especially small companies, when the companies do not use 

ERPs or unable to exploit all the functionality. Thus, data 

extraction is also a relevant problem in this domain. 

Moreover, if data are of a large volume, we face the challenge 

to analyze them using machine learning techniques [17]. It is 

important to set a proper data set for cost estimation in 

customized furniture manufacturing. Some categories could 

be identified: 

1) item measurement (length, height, width, weight, the 

volume of the bounding box); 

2) material data (the material used for production, material 

cost); 

3) operational data (operation list and the time required to 

complete the operation process); 

4) labor data (much manual work, expensive machine tools 

are used); production time (the customer's requirement 

for production time); 

5) batch size (more the same products reduce the cost of 

one product); 

6) manufacturing complexity (a qualitative parameter 

indicative of the uniqueness of the item and complexity 

of the work). 

The cost estimation is a time-consuming problem for many 

furniture manufacturing companies, especially for companies 

that produced customized items. When a quotation for a new 

product is received, it needs to estimate if this product is new 

for the company. If the product has been manufactured before, 

the cost is known. However, if the ordered product is new, it 

is necessary to estimate the components of the cost such as 

material quantities and cost, operation and labor cost, 

packing cost. After that, overhead is added, and the quotation 

answer is ready for sending to the customer. This process is 

depicted in Fig. 2(a). The usage of machine learning can 

significantly shorten the time of this process. We propose to 

change the estimation of operations and labor as well as 

packing costs by machine learning-based estimation so that 

the final cost would be estimated only from material data (see 

Fig. 2(b)). 
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Fig. 2. Cost estimation: a) labour intensive process; b) proposed approach 

using machine learning. 

 

Various prediction approaches can be used to solve the 

cost estimation problem: 

1) Linear regression. It is the simplest regression model, 

where the relationship between a dependent variable and 

one or more independent variables is linear. The 

advantage of this type of regression is that the obtained 

results are easily interpreted. Thus, the linear regression 
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is widely used, despite the fact that there are more 

accurate prediction approaches. 

2) Decision tree-based regression. There are plenty of 

methods that build regression in the form of a tree 

structure. The following methods are currently the most 

popular and give the most accurate prediction results: 

Decision tree, Random forest, Extra tree, AdaBoost, 

Gradient boosting. 

3) K-neighbors regression. It a non-parametric method used 

for regression, where the input consists of the k closest 

training examples in the feature space, the output is the 

predicted value, which is obtained by averaging the 

values of k nearest neighbors. Because of its simplicity, 

k-neighbors-based methods are often used for big data 

analysis. 

4) Artificial neural networks (ANN). Recently, this is a 

rapidly developing group of artificial intelligence 

techniques that trained by machine learning paradigms 

and is able to handle various complex data analysis 

problems. ANNs can be successfully employed as 

prediction approaches, too. In most cases, they 

outperform other methods, however, in order to achieve 

the most accurate results, a large amount of historical 

data for training is required. 

All the mentioned methods have their advantages and 

disadvantages; therefore, it makes sense to use them all and 

choose the best results as the final ones. Moreover, all 

algorithms are implemented in popular machine learning 

libraries (e.g., NumPy, scikit-learn, etc.), thus, their use does 

not cause any technical difficulties.  

 

IV. USE CASE ANALYSIS 

The real historical data for 1026 products provided by a 

Lithuanian furniture manufacturing company are used in the 

use case analysis and experimental investigation. The data 

gathered over the last five years include the real costs of these 

products. A set of products includes items of various sizes 

and complexity (from small pieces of furniture to large 

furniture kits). 

 
TABLE I: DATA FEATURES ANALYZED 

𝑥𝑖  Notation Short descriptions 

𝑥1 − 𝑥5 m10-m50 metal processing times 

𝑥6 − 𝑥10 w60-w100 wood processing times 

𝑥11 m total meters of materials 

𝑥12 m2 total square meters of materials 

𝑥13 qty total amount of materials 

𝑥14 kg total weight of materials 

𝑥15 qty_parts number of parts 

𝑥16 qty_unique_parts number of different parts 

𝑥17 qty_materials number of different materials 

𝑥18 qty_order quantities (order size) 

 

Thus, the data set consists of values of some features of 

products (Table I): 

1) 𝑦 is a cost (prediction/dependent variable), 

2) 𝑥1, … , 𝑥𝑛 are operational times (exploratory/independent 

variables), 

3) 𝑥𝑛+1, … , 𝑥𝑚  are quantitative material features 

(exploratory variables). 

Commonly, solving data analysis problems requires to 

identify the most important features. Some feature selection 

approaches can be employed, e.g., the principal component 

analysis (PCA) [18], methods of univariate feature selection 

(e.g., SelectKBest), and others. Applying SelectKBest, five of 

the most important features (from Table I) have been 

identified: ‘m2’, ‘qty_parts,’ ‘m,’ ‘qty_unique_parts,’ ‘qty.’ 

As we see, all these features are from a set 𝑥𝑛+1, … , 𝑥𝑚 and 

assigned to the material features. 

In practical applications, the cost is estimated by analogous. 

Usually, it performs intuitively, when the person responsible 

for costing determines which products are similar. However, 

when machine learning techniques are applied, it is necessary 

to evaluate products according to mathematical metrics of 

similarity. Some similarity metrics can be used: Euclidean, 

standardized Euclidean, Cityblock (Manhattan), and 

Hamming distances. 

The exploration process is as follows: 

1) Similarities are computed by various metrics between all 

pair of items when the inputs are 𝑥1, … , 𝑥𝑚. 

2) Similarities are also computed by the same metrics 

between all pairs of items when the inputs are 𝑦 (cost). 

3) Correlation coefficients are computed between 

similarities obtained at Steps 1 and 2. 

The high values of the correlation coefficients show that 

the items that are similar in similarity metrics will be similar 

in cost, too. The experimental investigation shows that the 

data are the most similar according to types of Minkowski 

distances (Cityblock, Euclidean, standardized Euclidean 

distance). 

Solving the cost estimation problem, a relationship 

between 𝑦 and 𝑥𝑖 needs to be indicated. Thus, cost estimation 

can be formulated as a prediction problem. Statistic-based 

methods find this relationship via some mathematical 

functions. The other machine learning techniques create a 

more sophisticated model from historical data. 

 
TABLE II: PREDICTION RESULT EVALUATION 

Regression algorithm R2 avg R2 std 
RMSE 

avg 

RMSE 

std 

Linear (all)  0.793 0.125 136.84 55.47 

Linear (5-features)  0.739 0.11 155.97 50.52 

Decision tree (all)  0.726 0.118 159.5 42.18 

Decision tree 

(5-features)  0.698 0.096 167 39.7 

Random forest (all)  0.842 0.079 122.15 44.64 

Random forest 

(5-features)  0.806 0.094 134.14 47.24 

Extra tree (all)  0.738 0.098 157.87 44.99 

Extra tree (5-features)  0.72 0.074 161.88 34.57 

AdaBoost (all)  0.809 0.075 134.06 38.36 

AdaBoost (5-features)  0.775 0.097 144.78 46.08 

Gradient boosting (all)  0.84 0.074 123.02 40.48 

Gradient boosting 

(5-features)  0.802 0.094 136.54 48.99 

K neighbors (all)  0.811 0.087 133.76 43.29 

K neighbors (5-features)  0.799 0.099 138.61 52.51 

ANN (all)  0.805 0.077 133.97 36.46 

ANN (5-features)  0.764 0.075 150.48 42.39 

 

In this investigation, the various prediction algorithms are 

used. During the training process, cross-validation with 10 

folds is applied. The average values (avg) and standard 
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deviations (std) of determination coefficient R2 and root 

mean square error (RMSE) are presented in Table II and Fig. 

3.  

Two cases are analyzed:  

1) when all features 𝑥1, … , 𝑥𝑚 are used for prediction, 

2) and five features which have been identified as the most 

important using the SelectKBest method.  

The experimental investigation shows that the highest 

value of R2 reaches by Random forest algorithm (0.842) and 

Gradient boosting algorithm (0.84). Both algorithms are 

assigned to decision-based methods. As expected, ANNs did 

not show the best results as the training data set is not large. 

The results also demonstrate the fact that the reduction of the 

number of features affects accuracy slightly. Moreover, the 

prediction results even worsen when the number of features is 

reduced to five. 

 

 
Fig. 3. Average values of determination coefficient R2. 

 

 
a) 

 
b) 

Fig. 4. Graphical representation of cost estimation (all features): a) training 

(R2=0.970, RMSE=53.61); b) testing (R2=0.823, RMSE=148.14). 

 

Grid search strategies are used to search over specified 

hyper-parameter values for algorithms. In Fig. 4 and Fig. 5, 

the best results are depicted considering all features and only 

five, respectively, when the prediction problem is solved. The 

x-axis corresponds to true cost values, and the y-axis 

corresponds to the predicted cost values. The results 

demonstrate that, in the best case, R2 reaches 0.977 for 

training data and 0.839 for testing data. Moreover, we see that 

the smaller costs are predicted more accurately than in the 

cases of higher costs. Thus, further research lines can be 

related to cost estimation, taking into consideration cost 

groups, machine learning-based clustering methods can be 

employed.  
 

 
a) 

 
b) 

Fig. 5. Graphical representation of cost estimation (5-features): a) training 

(R2=0.977, RMSE=47.39); b) testing (R2=0.839, RMSE=142.82). 

 

V. CONCLUSIONS 

The paper has investigated an early cost estimation 

problem facing customized furniture manufacturing. Usually, 

the cost estimation is a complicated and time-consuming 

process due to the need to evaluate many components in the 

early design stage, when information is most limited. 

Moreover, a lot of human resources are required. Application 

of the machine learning techniques allows simplifying and 

accelerating this process by providing accurate and effective 

cost estimation. However, using machine learning techniques, 

it is crucial to have a proper set of historical data for the 

training process and to identify essential data features to 

obtain accurate results.  

In the experimental investigation, the real historical data 

for 1026 products provided by a Lithuanian furniture 

manufacturing company are used. The study has shown that 

the cost of the customized furniture can be estimated quite 

precisely when only data on the quantities of materials are 

used. The use of machine learning techniques can reduce the 

time required to estimate the cost in the early design phase 

and to accelerate product entry to the market. 
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