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INTRODUCTION 

 

“It's going to be interesting to see how society deals with artificial intelligence, but 

it will definitely be cool.”  

Colin Angle
1
  

 

The relevance and problems of this topic. When in autumn of 2015, the software 

called AlphaGo became the first computer to beat a professional human player in the Chinese 

cardboard game “Go”, the world stood in awe and surprise. Even though, the notion, that 

artificial intelligence system could beat humans in many famous games was not new, as another 

artificial intelligence system called Deep Blue already in 1997 beat Garry Kasparov in a game of 

chess. However, this time was different.  

The game of “Go” has simple rules, but is highly intuitive and complex in practice
2
. 

Therefore, the AlphaGo needed to use capabilities far beyond conventional computing powers, 

such as extremely accurate image, pattern recognition and insight, the skills, that we thought 

only humans posses
3
. The broader public was exposed to the reality and fast development of the 

artificial intelligence industry.  

Calls for regulating artificial intelligence industry was starting to be heard. However, 

these calls were met with limited reaction from regulators and legal scholars alike. Part of the 

reason of this radio silence was that traditional methods of regulation - such as product licensing, 

research and development oversight, and tort liability seem particularly unsuited to manage the 

risks associated with intelligent machines
4
. Thus today artificial intelligence is still regulated by 

broader legal acts and regulation specific to artificial intelligence has yet to see the light of day.  

This is especially troubling when you consider challenges, that artificial intelligence 

poses to data privacy around the world. Today, artificial intelligence pattern recognition abilities, 

which allows artificial intelligence to find correlations and insights are unparalleled and exceeds 

                                                                 
1 The co-founder of iRobot Corporation. 
2 Steven Borowiec, “AlphaGo beats Lee Se6dol in third consecutive Go game,” The Guardian, March 12, 2016, 

https://www.theguardian.com/technology/2016/mar/12/alphago-beats-lee-sedol-in-third-consecutive-go-game  
3 Gonenc Gurkaynak, Ilay Yilmaz and Gunes Haksever, “Stifling artificial intelligence: Human perils,” Computer Law & 

Security Review: The International Journal of Technology Law and Practice 32, 5 (2016): p. 1, 

https://www.researchgate.net/publication/303782217_Stifling_artificial_intelligence_Human_perils     
4 Matthew U. Scherer, “Regulating Artificial Intelligence Systems: Risks, Challenges, Competencies, and Strategies”, Harvard 

Journal of Law and Technology 29, 2 (2016): p. 356, 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2609777  

https://www.theguardian.com/technology/2016/mar/12/alphago-beats-lee-sedol-in-third-consecutive-go-game
https://www.researchgate.net/publication/303782217_Stifling_artificial_intelligence_Human_perils
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2609777
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human abilities in many instances. For example, artificial intelligence can using a supermarket 

shopping database determine a person’s current and future health status with a degree of 

accuracy comparable to that of a medical examination
5
. This capacity of artificial intelligence to 

recognize patterns threatens to destroy the boundary between private and public information
6
. 

Recent scandal regarding Cambridge Analytica and their alleged use of personal data to 

influence political processes around the world and in Europe, just magnified this problem. 

However, despite these problems, artificial intelligence industry holds potential to 

greatly benefit society by making decision making process much fairer and substantially improve 

healthcare systems all around the world. For example, artificial intelligence system such as 

Watson already is helping doctors to more efficiently diagnose diseases
7
. 

Thus, any good data privacy regulation needs to strike a right regulatory balance 

between protection of privacy and development of artificial intelligence industry. Only this way 

the society will rip the most benefits from this emerging and constantly improving technology. 

Therefore, there is a need for a serious debate about the current data privacy laws and whether 

they strike right regulatory balance.  

This Master Thesis will attempt to do just that. By evaluating the most comprehensible 

data privacy regulation in the world - the General Data Privacy Regulation
8
 - the author will try 

to settle the debate and answer the question - is General Data Privacy Regulation the right 

regulation in the age of intelligent machines.   

 

The novelty of Master Thesis. Very few articles or books have been written in regards 

to artificial intelligence and General Data Privacy Regulation. Therefore, there is a lack of legal 

papers on this subject and, in this author’s opinion, there is a clear need for comprehensive 

comparison. 

Furthermore, not many attempts were made to provide a legal definition and elements 

of artificial intelligence for data privacy regulators. Another novelty of this Master Thesis will be 

                                                                 
5 Antoinette Rouvroy, “”Of Data and Men””. Fundamental Rights and Freedoms in a World of Big Data,” Council of Europe, 

Directorate General of Human Rights and Rule of Law, T-PD-BUR(2015)09REV, 2016, p. 27,   

http://works.bepress.com/antoinette_rouvroy/64/  
6 Ryan Calo, “Artificial Intelligence Policy: A Primer and Roadmap,” U.C. Davis Law Review 51(2) (2017): p. 420-421, 

http://heinonline.org.skaitykla.mruni.eu/HOL/Page?handle=hein.journals/davlr51&div=18&start_page=399&collection=journals

&set_as_cursor=0&men_tab=srchresults#  
7 Alfred NG, “IBM’s Watson gives proper diagnosis for Japanese leukemia patient after doctors were stumped for months,” The 

New York Daily News, August 07, 2016,  

http://www.nydailynews.com/news/world/ibm-watson-proper-diagnosis-doctors-stumped-article-1.2741857  
8 “Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural 

persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 

95/46/EC,” O.J.L (119) 46 (2016), 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_.2016.119.01.0001.01.ENG 

http://works.bepress.com/antoinette_rouvroy/64/
http://heinonline.org.skaitykla.mruni.eu/HOL/Page?handle=hein.journals/davlr51&div=18&start_page=399&collection=journals&set_as_cursor=0&men_tab=srchresults
http://heinonline.org.skaitykla.mruni.eu/HOL/Page?handle=hein.journals/davlr51&div=18&start_page=399&collection=journals&set_as_cursor=0&men_tab=srchresults
http://www.nydailynews.com/news/world/ibm-watson-proper-diagnosis-doctors-stumped-article-1.2741857
https://eurlex.europa.eu/legalcontent/EN/TXT/?uri=uriserv:OJ.L_.2016.119.01.0001.01.ENG
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the recommendations or suggestions on how to improve each relevant article of General Data 

Protection Regulation.  

Lastly, it is important to mention, that there is almost no case law regarding artificial 

intelligence technology and data privacy in Europe, therefore it is not clear how General Data 

Protection Regulation will be interpreted by courts and regulators.  

 

The significance of this thesis. The General Data Privacy Regulation will become the 

main data privacy document in Europe and will set the rules of data privacy for many years to 

come. Therefore, careful scrutiny of this document is necessary, especially in regards to quickly 

developing technologies such as artificial intelligence. Hopefully, this Master Thesis will offer 

comprehensible analysis and provide necessary foundation for future discussions on this subject.  

 

The object of this thesis. The object of this Master Thesis is the General Data 

Protection Regulation and artificial intelligence technology. It is important to note, that the scope 

of this Master Thesis will not include public sector or government surveillance and will only 

focus on private sector as the author is trying to determine the impact of General Data Protection 

Regulation to artificial intelligence industry and technology.  

 

The aim of this thesis. To determine whether General Data Protection Regulation is a 

good regulation for data privacy in the age of intelligent machines. This purpose will be achieved 

in three steps: 1) determining what is artificial intelligence, 2) providing criteria for what is 

considered a good regulation, 3) evaluating articles of General Data Protection Regulation in 

order to decide whether General Data Protection Regulation meets the criteria for good 

regulation and is a good regulation for regulating artificial intelligence technology.      

 

Tasks of this paper:  

Crystallize the notion of artificial intelligence. 

Determine the elements and symphony of artificial intelligence. 

Analyze what kind of regulation could be considered as good regulation and determine 

criteria for evaluating regulations. 

Analyze the challenges for regulators, who want to regulate data privacy in the era of 

artificial intelligence. 

Analyze specific articles of General Data Protection Regulation to determine their 

compatibility with artificial intelligence technology and industry. 
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Provide conclusion as to whether the General Data Protection Regulation is proper 

regulation in regulating data privacy in the age of intelligent machines and determine the reasons 

for such a conclusion. 

Formulate recommendations for improving General Data Protection Regulation or data 

protection system in general. 

 

The defense statement. General Data Protection Regulation is not a proper regulation 

for protecting data privacy in the era of artificial intelligence. 

 

The structure of the thesis: This Master Thesis will be divided into five chapters with 

separate subchapters and conclusions. 

The first chapter analyses the notion of artificial intelligence, determines the elements of 

artificial intelligence, introduces historical development of artificial intelligence and provides 

some examples of legal documents designed to regulate artificial intelligence. 

The second chapter determines what is considered a good regulation and provides the 

criteria for evaluating whether regulation is a good regulation. Also, this chapter addresses the 

challenges, that regulators face when trying to regulate data privacy in the age of artificial 

intelligence.  

The third chapter will analyze specific articles of General Data Protection Regulation to 

determine compatibility between each specific article and artificial intelligence technology. 

Every subchapter of this chapter will address the scope of relevant article, challenges associated 

with artificial intelligence and some possible solutions. 

The fourth chapter will determine conclusion as to whether General Data Protection 

Regulation is proper regulation for the artificial intelligence era and reasons for such a 

conclusion. 

The fifth chapter will consist of possible recommendations for helping regulators solve 

the challenges associated with artificial intelligence. 

 

Research methods: 

Linguistic method was used in order to understand different notions such as “artificial 

intelligence”, “envisaged and significant consequences” and etc.  

Analytical method was applied to divide the thesis into chapters in order to better 

understand separate chapters and then the synthesis was used to provide more generalized 

conclusions. Analytical method was also used to determine whether separate provisions of 

General Data Protection Regulation are compatible with artificial intelligence technology. 
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Critical method was used to determine whether General Data Protection Regulation is a 

good regulation for artificial intelligence technology and data privacy. 

Analysis of scientific literature was applied then evaluating scientific literature, 

opinions of international legal scholars and problematic aspects of the topic. 

Description method was used in order to present the scope of different articles and the 

elements of artificial intelligence. 

Historical method was used to determine the scope of articles of General Data 

Protection Regulation.  

Logical method was used to find common elements and links between various articles 

and documents with the help of induction, deduction and other logical operations.  

Sociological methods were used to analyze the development of artificial intelligence 

and possible impacts of legal rules to actual society. 
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Regulation) 
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1. CRASH COURSE ON AI  

 

AI technology has truly embedded almost every aspect of our society. We have 

self-driving cars, computers, that can beat humans in chess and personal assistants such as 

Apple’s Siri or Amazon’s Alexa, which helps to make our lives easier and more comfortable. 

What is more, AI technology is helping many business around the world to be more cost efficient 

and provide better quality products to the consumer.  

However, despite the common use of AI technology in both our daily lives and in 

business sector, the AI itself is still egzotic and rather foreign concept, which is difficult to grasp 

if you are not a researcher or a student in one of many AI fields. The often used terms in 

mainstream media, such as machine learning, neural network, narrow AI and others, are still 

beyond the understanding of average citizen and need to be explained in order to truly grasp the 

technology that is changing the world right now.  

Therefore, this chapter will be devoted to looking behind the curtain of the notion AI to 

reveal elements of AI technology and understand it’s correlation/relationship with the law. In 

first subchapter, the author will define the AI and describe the so called symphony of AI 

technology. In second subchapter, the history of AI will be discussed with special attention to 

different concepts, which developed through the years and now are widely used in contemporary 

AI systems. In third subchapter, impacts of AI technology will be discussed to show how many 

fields are encompassed by AI systems and to provide what might the future hold for this 

powerful technology and society in general. The fourth subchapter, will determine the current 

relationship between AI and the law.        

 

1.1. Definition of AI and AI Symphony 

 

Unfortunately, there is no widely accepted definition of AI even among experts of this 

field, much less a useful working definition for the purposes of regulation
9
.   

Dictionary defines AI as a theory and development of computer systems able to perform 

tasks normally requiring human intelligence, such as visual perception, speech recognition, 

decision making, and translation between languages
10

. To put in simple terms AI is usually 

                                                                 
9 Scherer, supra note, p. 359 
10 Oxford English Living Dictionaries, „Artificial intelligence“, 

https://en.oxforddictionaries.com/definition/artificial_intelligence  

https://en.oxforddictionaries.com/definition/artificial_intelligence
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defined as the science of making computers do things that require intelligence when done by 

human
11

.  

Another definition of AI, which is widely used, defines AI as “activity devoted to 

making machines intelligent, and intelligence is that quality that enables an entity to function 

appropriately and with foresight in its environment.”
12

 

Some authors took a different turn and tried to provide not one definition of AI but 

several. For example, Stuart J. Russell and Peter Norvig summarized as many as eight definitions 

of Al differentiated by how they mirrored the expectations of human reasoning and behavior or 

by how they were able to rationally think and behave
13

. Other authors, on the contrary disputed 

the notion AI and offered to call these systems algorithm intelligence
14

. 

However, neither aforementioned notions of AI, which are rather vague and not very 

informative, nor many definitions of AI are helpful for this Master Thesis. Therefore, we need to 

define AI in workable terms. A good workable definition should have sharp boundary, should be 

faithful to the notion to be clarified, should lead to fruitful research and should be as simple as 

possible
15

.      

Therefore, better working definition would be the one suggested by Pei Wang, as she 

described AI as intelligence with adaption with insufficient knowledge and resources, which 

implies what such a system is finite, works in real-time, is open to novel tasks, learn from 

experiences and can achieve goals, which are different from traditional computer systems
16

. This 

definition will be used across this Master Thesis and will form the basis of this research. 

One important thing to mention is term AI usually encompasses few different types of 

AI: narrow AI (sometimes called weak AI), strong AI and superintelligent AI.  

Narrow or weak AI refers to AI that performs a useful and specific function that once 

required human intelligence to perform, and does so at human levels or better, and often these 

narrow AI systems greatly exceed the speed of humans, as well as provide the ability to manage 

                                                                 
11 Jack Copeland, “What is Artificial Intelligence?,” Reference Articles on Turing, 2000,  

http://www.alanturing.net/turing_archive/pages/reference%20articles/what%20is%20ai.html    
12 Nils J. Nilsson, The Quest for Artificial Intelligence: A History of Ideas and Achievements, (Cambridge, UK: Cambridge 

University Press, 2010), p. 13, 

https://ai.stanford.edu/~nilsson/QAI/qai.pdf  

Rodney Brooks et al., “Artificial Intelligence and Life in 2030,” One Hundred Year Study on Artificial Intelligence: Report of 

the 2015-2016 Study Panel, Stanford University, Stanford, CA, September 2016.  

http://ai100.stanford.edu/2016-report.  
13 Stuart J. Russell and Peter Norvig, Artificial Intelligence: A Modern Approach, (New Jersey, USA: Prestine Hall 2010), p. 1-5, 

https://www.pdfdrive.net/artificial-intelligence-a-modern-approach-3rd-edition-d32618455.html  
14 Stephen Mason, “Artificial intelligence: oh really? And why judges and lawyers are central to the way we live now – but they 

do not know it,“ Computer and Telecommunications Law Review 23(8) (2017): p. 213-225, 

http://stephenmason.co.uk/wp-content/uploads/2017/12/Pages-from-2017_23_CTLR_issue_8_PrintNEWMASON.pdf  
15 Pei Wang, “What Do You Mean by “AI”?,” Frontiers in Artificial Intelligence and Applications 171(1) (2008): p. 9 

https://cis.temple.edu/~pwang/Publication/AI_Definitions.pdf  
16 Id., p. 13 

http://www.alanturing.net/turing_archive/pages/reference%20articles/what%20is%20ai.html
https://ai.stanford.edu/~nilsson/QAI/qai.pdf
https://ai100.stanford.edu/2016-report
https://www.pdfdrive.net/artificial-intelligence-a-modern-approach-3rd-edition-d32618455.html
http://stephenmason.co.uk/wp-content/uploads/2017/12/Pages-from-2017_23_CTLR_issue_8_PrintNEWMASON.pdf
https://cis.temple.edu/~pwang/Publication/AI_Definitions.pdf
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and consider thousands of variables simultaneously
17

. This AI type exist today as “robotic” 

vehicles, speech recognition, autonomous planning and scheduling, playing games, dealing with 

spam, logistics planning, robotics and machine translation
18

. 

Current end goal of developing AI is to make computer programs that can solve 

problems and achieve goals in the world as well as human beings
19

, that is to say make strong AI 

or artificial general intelligence. Artificial general intelligence refers to when a machine can do 

things in a way that is indistinguishable from human behavior
20

, more precisely it defines the 

reverse engineering of the human brain, which means coming to understand human intelligence 

in information terms and then combining the resulting insights with increasingly powerful 

computational platforms
21

. This type of technology, as far as we know it, does not yet exist and 

nobody is even close to achieving it. 

The last and ultimate type of the AI is artificial superintelligence. This type of AI is 

hard to imagine as it is more concept than reality at this point. Artificial superintelligence is an 

intellect that is much smarter than the best human brains in practically every field, including 

scientific creativity, general wisdom and social skills
22

. In more practical and science fiction 

terms, it could be defined as mega-brain, electric not organic, with an IQ of 34,597 with perfect 

memory and unlimited analytical power, this power thing or being could read all of the books in 

the USA Library of Congress the first millisecond you press “enter” on the program, and then 

integrate all that knowledge into a comprehensive analysis of humanity’s 4,000 year intellectual 

journey before your next blink
23

.  

Before we determine elements of AI system, it is necessary to define what we consider 

as “intelligence” as this term is widely used in virtually every definition of AI, and this author 

believes, that the problem with defining the AI does lie with the term “intelligence”. Therefore, 

for the sake of clarity we need to determine, what the term “intelligence” means. 

Oxford dictionary defines “intelligence” as the ability to acquire and apply knowledge 

and skills
24

. Intelligence also could be understood as a set of factors, such as consciousness, 

                                                                 
17 Ray Kurzweil, The Singularity Is Near: When Humans Transcend Biology (New York, USA: Viking, 2005), p. 204, 

http://www.grtl.org/Singularity-Is-Near.pdf  
18 Mason, supra note 14, p. 216 
19 John McCarthy, “What is Artificial Intelligence”, Stanford University, 2007,  

http://www-formal.stanford.edu/jmc/whatisai/node1.html   
20 “A Six Minutes Intro to AI”, Snips, 

https://snips.ai/content/intro-to-ai/#what-is-ai  
21 Ray Kurzweil, supra note 17, p. 85 
22 Nick Bostrom, “How long before superintelligence?,” Linguistic and Philosophical Investigations 5 (2006),  

https://nickbostrom.com/superintelligence.html  
23 William Bryk, “Artificial Superintelligence: The Coming Revolution,” Harvard Science Review, 2015, 

https://harvardsciencereview.com/2015/12/04/artificial-superintelligence-the-coming-revolution-2/  
24 Oxford English Living Dictionaries, „Intelligence“, 

https://en.oxforddictionaries.com/definition/intelligence  

http://www.grtl.org/Singularity-Is-Near.pdf
http://www-formal.stanford.edu/jmc/whatisai/node1.html
https://snips.ai/content/intro-to-ai/#what-is-ai
https://nickbostrom.com/superintelligence.html
https://harvardsciencereview.com/2015/12/04/artificial-superintelligence-the-coming-revolution-2/
https://en.oxforddictionaries.com/definition/intelligence
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self-awareness, language use, the ability to learn, the ability to abstract, the ability to adapt, and 

the ability to reason
25

. There is no universal definition of intelligence, however the 

aforementioned definitions best describe the necessary factors for determining what could be 

considered as “intelligence”. 

In order to better understand AI systems, which are currently used in the world, the 

author needs to describe and analyze the intricate parts of so called symphony of AI technology: 

machine learning, deep learning, natural language understanding, context awareness, cloud 

computing, Big Data and data privacy.  

First of all, machine learning is a subset of AI
26

, which means ability for an algorithm to 

learn from prior data in order to produce a behavior
27

. To put it plainly, machine learning is the 

science of algorithms that detect patterns in data in order to make accurate predictions for future 

data
28

. Machine learning programs automatically improve with experience
29

 and can learn 

without being explicitly programmed to do so
30

. Machine learning technology was prominently 

shown in mainstream media, when, for example, IBM supercomputer Watson beat humans at the 

quiz show Jeopardy
31

 or Google Deepmind’s program AlphaGo was victorious against human 

opponent in Chinese game Go
32

. It is important to emphasize that machine learning teaches 

machines to make decisions in a situations they have never seen before. 

Currently machine learning is being applied in developing autonomous vehicle 

technology, such as driverless cars. This technology is so prominent that several EU 

governments have proposed updating the 1968 Vienna Convention on Road Traffic, which 

determines that every moving vehicle or combination of vehicles shall have a driver
33

 and every 

                                                                 
25 Michael Guihot, Anne F. Matthew and Nicolas P. Suzor, “Nudging Robots: Innovative Solutions to Regulate Artificial 

Intelligence,” Vanderbilt Journal of Entertainment and Technology Law 20(2) (2017): p. 393. 

http://heinonline.org.skaitykla.mruni.eu/HOL/Page?handle=hein.journals/vanep20&div=16&start_page=385&collection=journal

s&set_as_cursor=0&men_tab=srchresults  
26 Dimitra Kamarinou, Christopher Millard and Jatinder Singh, “Machine Learning with Personal Data,” Queen Mary School of 

Law Legal Studies Research Paper No. 247/2016, (2016): p. 3,  

https://ssrn.com/abstract=2865811 
27 Snips, supra note 20. 
28 Ralf Herbich, “Session with Ralf Herbrich Director of Machine Learning and Managing Director of Amazon Development, 

Germany,” Quora, 2016,  

https://www.quora.com/profile/Ralf-Herbrich/session/106/    
29 Parag Kulkarni, Reinforcement and Systemic Machine Learning for Decision Making (New Jersey, USA: John Wiley and 

Sons, Inc., 2012), p. 7,  

https://zodml.org/sites/default/files/Reinforcement_and_Systemic_Machine_Learning_for_Decision_Making.pdf   
30 Dimitra Kamarinou, Christopher Millard, and Jatinder Singh, op. cit., p. 3 
31 John Markoff, “Computer Wins on “Jeopardy!”: Trivial, It’s Not”, The New York Times, February 16, 2011, 

https://www.nytimes.com/2011/02/17/science/17jeopardy-watson.html  
32 “Google’s “superhuman” DeepMind AI claims chess crown”, The BBC news, December 6, 2017, 

http://www.bbc.com/news/technology-42251535  
33 Article 8(1) of “Convention on Road Traffic,” United Nations Treaty Series 1042 (1968). 

https://treaties.un.org/Pages/ViewDetailsIII.aspx?src=TREATY&mtdsg_no=XI-B-19&chapter=11&Temp=mtdsg3&lang=en 

http://heinonline.org.skaitykla.mruni.eu/HOL/Page?handle=hein.journals/vanep20&div=16&start_page=385&collection=journals&set_as_cursor=0&men_tab=srchresults
http://heinonline.org.skaitykla.mruni.eu/HOL/Page?handle=hein.journals/vanep20&div=16&start_page=385&collection=journals&set_as_cursor=0&men_tab=srchresults
https://ssrn.com/abstract=2865811
https://www.quora.com/profile/Ralf-Herbrich/session/106/
https://zodml.org/sites/default/files/Reinforcement_and_Systemic_Machine_Learning_for_Decision_Making.pdf
https://www.nytimes.com/2011/02/17/science/17jeopardy-watson.html
http://www.bbc.com/news/technology-42251535
https://treaties.un.org/Pages/ViewDetailsIII.aspx?src=TREATY&mtdsg_no=XI-B-19&chapter=11&Temp=mtdsg3&lang=en
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driver shall at all times be able to control his vehicle
34

. The reasoning behind such proposals is 

that most of the traffic incidence happens because of human error.  

Secondly, deep learning is a subset of machine learning. Deep learning in a nutshell is 

ability of artificial neural networks — algorithms inspired by the way neurons work in the brain 

— to find patterns in raw data by combining multiple layers of artificial neurons
35

. Deep learning 

was the core technology that Google’s DeepMind used in their AlphaGo AI machine. Also, deep 

learning is being used in healthcare to identify patterns in health data and reveal hidden causal 

links between drugs and biological data
36

. Furthermore, the aforementioned Jeopardy champion 

Watson is being trained in diagnostics to help diagnose patients more accurately
37

. 

Third aspect of AI symphony is the natural language learning, which refers to AI ability 

to understand, interpret and manipulate human language
38

. Natural language processing includes 

many different techniques for interpreting human language, ranging from statistical and machine 

learning methods to rules-based and algorithmic approaches. 

Fourthly, context awareness means that AI can only be as smart as the information you 

give access to it
39

. Context refers to the physical and social situation in which computational 

devices are embedded and the goal of context-aware computing is to acquire and utilize 

information about this context of a device to provide services that are appropriate to the 

particular setting
40

. Two aspects are important for context-awareness: 1) the information about 

the context of a service and 2) the issues in which way the information of the context is taken 

into account by adapting the service to be finally aware of the context
41

.  

Fifth of all, cloud computing enabled much faster, cheaper and more scalable processing 

of huge amounts of data, which means that AI can now take advantage of the vast sets of data 

and the unlimited resources of the cloud
42

. Cloud computing is being developed and applied by 

such tech industry giants as Amazon, IBM, Google, and Microsoft. They provide 
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cloud-supported machine learning services and tools, especially focusing on predictive analytics. 

Furthermore, cloud computing technology has allowed scientists and business sector to 

cooperate in machine learning processes and to recruit the assistance of many people in labeling 

that means describing the data in an effort to ensure learning
43

. 

Sixth of all, the Big Data does not have a single definition to describe, however, many 

authors agree
44

, that Big Data refers to: 1) application and development of AI technology and 2) 

to the vast amount of digitized data currently available. Therefore, Big Data could be understood 

as the ability to deal with vast amounts of data
45

. This is very useful, considering that nearly all 

of the world’s stored information is digital: about 2.7 zettabytes in 2012
46

.  

To better understand the concept of Big Data four V’s were proposed: the Volume of 

data collected, the Variety of sources, the Velocity with which analysis of the data can unfold, 

and the Veracity of the data which could be achieved through analytical process.
47

 These V’s 

help understand, that Big Data refers to huge amount of data from various sources, which could 

be analyzed through complex analytical processes. 

Lastly, data privacy in regards to AI involves a situation where AI needs large amount 

of data to grow, get smarter and more efficient, however people will only give their personal data 

to companies controlling AI systems, if they know that their data is protected. This issue will be 

discussed more broadly in the third chapter of this Master Thesis. 
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1.2. History of AI Development 

 

From the Ancient Greek times to science fiction books, humanity has always been 

fascinated with the thought of creating an artificial copy of a human being. Hephaestus and his 

lifelike automatons, Frankenstein, Malzel chess automaton are just but a few examples of 

imaginative or real attempts to create artificial systems, which are capable of intelligence.    

However, the true quest for AI as a separate scientific field began to form right after the 

end of World War II when number of scientist independently started to work on intelligent 

machines. It is believed that English mathematician Alan Turing was the very first one to 

conduct research on this field
48

.  

In 1950 Alan Turing famously developed a so called Turing test, by which any machine 

could be considered as intelligent if it could trick a human being into believing that he is having 

text conservation with another human being
49

. 

The subsequent period between 1952 and 1969 was filled with enthusiasm and great 

expectations for development of AI. Important year for AI development was 1952, when Arthur 

Samuel developed a series of programs for checkers, that disproved the notion that computers 

can only do what they are told because his program started to learn and became better than it’s 

creator
50

.       

By 1955 John McCarthy, a computer scientist known as the father of AI, developed a 

term AI and later defined it as “the science and engineering of making intelligent machines, 

especially intelligent computer programs. It is related to the similar task of using computers to 

understand human intelligence, but AI does not have to confine itself to methods that are 

biologically observable”
51

 

1956 marks the year when research in AI truly started with two month workshop at 

Dartmouth College in Hanover, New Hampshire. There were 10 participants in this workshop, as 

they tried to attempt to find out how to make machines use language, form abstractions and 

concepts, solve kinds of problems now reserved for humans, and improve themselves
52

. This 

workshop did not lead to any breakthroughs, however it introduced all the major figures of AI 
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field to each other and these people, their students and their colleagues would dominate the AI 

research field for the next twenty years
53

.  

In 1958 John McCarthy published a paper called “Programs with Common Sense”, in 

which he described a program designed to accept new axioms in the normal course of operation, 

thus allowing this programs to develop new competencies in different areas without being 

programmed to do so
54

.   

In these years AI researchers made bold predictions about possible AI capabilities, 

which turned out to be huge overestimations as AI systems failed to solve more complex 

problems
55

. These predictions and over confidence will come to bait back the researchers, as in 

1970s due to failure to achieve goals AI industry entered a period called “AI winter”
56

.  

This period is marked with withdrawal of funds and stagnation in progress. The start of 

“AI winter” could be attributed to two triggers: 1) 1966 Automatic Language Processing 

Advisory Committee report by USA government, proclaiming that USA government’s 

investment into Russian language translation systems yielded little result and 2) 1973 Lighthill 

report, commonly known as “Artificial Intelligence: General Survey”, which proclaimed, that in 

no part of AI field have discoveries so far produced the major impact that was then promised
57

. 

Some scientists attempted to continue to develop their research by just renaming AI research 

with terms like machine learning or pattern recognition and looking for other sources of funding.     

In the 1980 a new wave of funding in UK and Japan was motivated by development of 

expert systems
58

. Expert systems are computer programs aiming to model human expertise in 

one or more specific knowledge areas and they usually consist of three basic components: 1) a 

knowledge database with facts and rules representing human knowledge and experience, 2) an 

inference engine processing consultation and determining how inferences are being made and 3) 

an input/output interface for interactions with the user
59

. 

Japan with their “Fifth Generation” project, USA with Microelectronics and Computer 

Technology Corporation and UK with Alvey report, which reinstated funding for AI research, 

tried to kickstart the AI development, however in all three countries projects never met their 

goals
60

. However, the business sectors boomed with the application of commercial expert 
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systems and AI industry skyrocketed from few million dollars in 1980 to billions of dollars in 

1988
61

. Soon after this prosperous period came another “AI winter” as companies felt short of 

delivering very ambitious goals. 

The new advances and AI popularity led to the first International Conference on AI and 

Law in 1987 and in 1991 the International Association for AI and Law was created. 

 After development of Internet and World Wide Web, AI systems became so common 

in internet applications, that the notion “bot” entered everyday language and AI technologies 

were widely adopted in search engines, recommendation systems and planning systems
62

. In 

these years, the AI came back to public attention, some part thanks to a IBM supercomputer 

Deep Blue defeating the world chess champion Garry Kasparov in 1997
63

. 

21
st
 marks few important events in AI history: IBM Watson won in quiz TV show 

Jeopardy
64

, Google DeepMind’s AlphaGo AI defeated the Go world champion Lee Sedol
65

, 

chatbox AI Eugene Goostman passed the Turing test
66

 and Google Brain computer cluster 

trained itself to recognize a cat from millions of images in YouTube
67

. These achievements of AI 

systems really captured the public’s imagination and launched AI into mainstream media. 

Furthermore, in 21
st
 century, Big Data sets were started to be available as more as more 

data was being digitalized or gathered and could now be accessible for AI systems. Therefore, 

during this period researchers started to worry more about quality and amount of data rather than 

being obsessed with choosing the right algorithm as it was proved that better algorithm with less 

data was not as good as simple algorithms with more data. 

This led to more progress in AI technology, as business started to develop AI and use 

Big Data in order to increase profits and productivity
68

. Therefore, the AI technology entered 

into the lives of majority of ordinary people as AI updated and improved many technologies we 

use today. These technologies will be discussed in the next paragraph.   
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1.3. AI Technologies Today and Possibilities for the Future 

 

In this subchapter, the author will briefly review industry fields, where AI technology is 

applied and prominently used
69

. Furthermore, the future of AI technology will also will be 

discussed.  

Before the author begins with the aforementioned discussion, it is important to note, that 

currently only seven for profit companies in the world hold powerful AI systems, which are 

superior to all others
70

. These companies are Google, Amazon, Facebook, IBM, Microsoft, 

Apple and Baidu (a lesser known Chinese company). There are few attempts to provide AI’s 

capabilities for public use, like the project OpenAI
71

. However, these projects are not as 

powerful as for the profit ones. This information must be considered when the author discuses 

usage of AI technology. 

First of all, the most prominent and well-known application of AI technology is the 

automobile industry. Recently Waymo, a subsidiary of Google parent company Alphabet, stated 

that they have taken out a human from their cars and allowed self-driving car to drive without 

supervision
72

. Furthermore, Uber’s self-driving truck Otto was already making its first deliveries 

in Colorado
73

. These developments, prompted some automobile industry insiders, like Elon 

Musk to state, that in the future human driving cars will be banned
74

. So, it indeed could be the 

case as it is without a doubt, that self-driving cars will become more precise and more efficient 

than their human counterparts.  

Another field, where AI is used constantly and successfully for many years is the 

financial sector. Using AI technologies or more precisely bots to buy stocks is not new, as 

quantitative analysis funds relied on computer algorithms for many years.
75

 Recently, EquBot 
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company started the first Equity Traded Fund to be managed using IBM Watson supercomputing 

AI technology
76

. Furthermore, many workers in financial sector are or going to be replaced by 

AI technology
77

. World Economic Forum’s report on “The Future of Financial Services” also 

predicts, that in the future where will be less human involvement
78

 and calls AI a disruptive 

trend, which alters financial sector
79

. 

Legal sector is also developing AI technologies in order to make their work faster and 

more efficient. Baker and Hostetler law firm became the first law firm to hire AI named ROSS, 

which uses supercomputing power of IBM Watson to comb through huge batches of data and 

over time learn how to best serve its clients.
80

   

Consumer service industries are using AI technologies quite frequently. Traveler calling 

United Airlines in USA to book a flight could have his or her entire conversation guided by 

automated speech recognition and dialog management system
81

. The AI systems are also widely 

used to enhance human experience in video games and try to generate better and more unique 

gameplay
82

.  

However, the most famous examples of consumer service industries use of AI is the 

personal assistants and recommendations bots. Personal assistants such as Apple’s Siri, 

Microsoft’s Cortana or Amazon’s Alexa are just but a few examples of AI technology applied in 

helping humans with everyday issues and challenges. Recommendation services, such Netflix 

and Spotify, are also been enhanced by application of bots
83

. 

There are also AI systems that can be creative. There are examples of AI systems 

creating music
84

 and writing articles
85

. Facebook AI chat boxes even were able to create their 

own language for better communication between each other, which humans did not understood
86

.   
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Talking about the future, it is important to address the concern expressed by many 

prominent scientists in AI filed that superintelligent AI is an imminent threat to humanity. This 

author share the opinion of the panel that contributed to the Stanford Report on Al titled 

“Artificial Intelligence and Life in 2030”: “Contrary to the more fantastic predictions for AI in 

the popular press, the Study Panel found no cause for concern that AI is an imminent threat to 

humankind. No machines with self-sustaining long-term goals and intent have been developed, 

nor are they likely to be developed in the near future”
87

.  

AI technology will continue to make our life easier and more comfortable not only by 

ensuring better consumer services but also faster and more efficient research in fields such 

medical research
88

. However, these advancements in technology could come with the price. For 

example, Carl Benedikt Frey and Michael A. Osborne study stated, that about 47 % of jobs are at 

risk of being automated in the next two decades
89

. With some even stating, that there is a 50% 

chance of AI outperforming humans in all tasks in 45 years and of automating all human jobs in 

120 years
90

. No matter the number, unemployment will be a big issue as AI is targeting all the 

sectors, which humans worked in throughout the history - agricultural, industrial and service 

sectors. 

Another important issue is associated with personal data, as more and more devices, 

applications and things are collecting data, which in many cases are sensitive data of people. 

Research is being conducted for the internet of things and devoted to the idea that a wide array of 

devices, including appliances, vehicles, buildings, and cameras can be interconnected to collect 

and share their abundant sensory information to use for intelligent purposes
91

. Additional 

problem will arise when AI will collect data, which is not considered as private or personal data, 

but through analyses and processing will come up with data, which is of personal or deeply 

private nature. These privacy issues will be addressed more broadly in third chapter.  
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1.4. AI and its Relationship with the Law 

 

In 1942 Isaac Asimov developed rules that could be considered as fundamental 

principles for regulating future AI and robots: 1) A robot may not injure a human being or, 

through inaction, allow a human being to come to harm, 2) a robot must obey the orders given it 

by human beings, except when such orders would conflict with the previous law, 3) and a robot 

must protect its own existence as long as such protection does not conflict with the previous two 

laws. 

As AI gets more complex and touch more and more sectors of our daily lives, the 

regulators started to think about regulating AI or even creating a different branch of law devoted 

to AI. In this subchapter, the author will discuss current legal efforts to regulate AI.   

To start with, majority of the laws, which are currently in place today do not necessary 

target or address AI but have some provision, which could apply to AI. For example, General 

Data Protection Regulation, which will come in force in May 2018 do not address or even 

mention AI, however this regulation do state, that automated decision making process is 

prohibited
92

 unless one of few exceptions apply. Other countries, such as Indonesia
93

 or India, 

also applies their laws to AI without specifically mentioning or targeting them
94

. 

Countries around the world are realizing that aforementioned situation is not sufficient 

and started to discuss or pass laws specifically design to regulate AI technology. 

Council of Europe in 1981 adopted Convention for the Protection of Individuals with 

regard to Automatic Processing of Personal Data
95

, however this convention did directly mention 

neither AI nor Big Data. Therefore, in 2017, Council of Europe issued Guidelines on the 

Protection of Individuals with regard to the Processing of Personal Data in a World of Big Data
96

, 

which were designed to provide a framework for countries to apply aforementioned convention 

in regards to Big Data technologies.  

                                                                 
92 Article 25 of GDPR. 
93 “Data Protection Laws of the World,” DLA Piper report on Indonesia, 2017, 

https://www.dlapiperdataprotection.com/system/modules/za.co.heliosdesign.dla.lotw.data_protection/functions/handbook.pdf  
94 “The Future is here: Artificial Intelligence and Robotics,” Nishith Desai Associates, October, 2017, p. 15-18, 

http://www.nishithdesai.com/fileadmin/user_upload/pdfs/Research_Papers/Artificial_Intelligence_and_Robotics.pdf 
95 “Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data Strasbourg”. Council of 

Europe. European Treaty Series No. 108 (1981). 

https://rm.coe.int/1680078b37  
96 “Guidelines on the Protection of Individuals with Regard to the Processing of Personal Data in a World of Big Data, 

Consultative Committee Of The Convention For The Protection Of Individuals With Regard To Automatic Processing Of 

Personal Data,” Council of Europe, 2017, 

https://rm.coe.int/16806ebe7a  

https://www.dlapiperdataprotection.com/system/modules/za.co.heliosdesign.dla.lotw.data_protection/functions/handbook.pdf%3Fcountry-1%3DID+&cd=4&hl=id&ct=clnk&gl=id
http://www.nishithdesai.com/fileadmin/user_upload/pdfs/Research_Papers/Artificial_Intelligence_and_Robotics.pdf
https://rm.coe.int/1680078b37
https://rm.coe.int/16806ebe7a


22 
 

European Parliament in 2017 adopted resolution with recommendations on Civil Law 

Rules on Robotics
97

, which includes AI, after many studies showed the need for such rules in the 

future
98

. The goal of this document is to lay down general and ethical principles governing 

development of robotics and AI for civil purposes. 

USA’s White House developed a report titled “Preparing for the Future of Artificial 

Intelligence”
99

 and created a “National Artificial Intelligence Research and Development 

Strategic Plan”
100

, which in part address legal challenges, that AI creates. Furthermore, in 2017 

USA Congress made some regulatory steps in order to regulate AI: 1) the House of 

Representatives passed Self Drive Act, which addresses the safety of automated vehicles, 2) the 

AV Start Act, a bipartisan Senate companion that similarly tackles self-driving cars, and 3) the 

Future of AI Act, a bipartisan Senate bill that would create an advisory committee on AI 

issues
101

. 

Taking even more radical step, Estonia announced, that it plans to give AI a legal status 

in legal disputes. In would consider AI as an entity, which would have status between a separate 

legal personality and an object that is someone else property.   

Despite all of the aforementioned legislative efforts, AI industry is still not properly 

regulated. For example, International Bar Association in their report on “Artificial Intelligence 

and Robotics and Their Impact on the Workplace” stated, that “It would be desirable for the 

future laws, which will hopefully be secured at the international level by uniform standards, to 

be geared to the technological developments and the increased need for flexibility.”
102

 It is need 

the case as the current legal framework is not flexible enough in meeting AI challenges. 

As it stands today many AI companies are taking steps to regulate themselves by 

creating code of conducts or ethical charters. One example would be Partnership on AI to benefit 
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people and society
103

. The founding partners of this partnership include Amazon, Apple, Deep 

Mind, Facebook, Google, IBM and Microsoft. The goal of this partnership is to benefit society 

and people, formulate best practices, advance public understanding of AI and to serve as open 

platform for discussion. Another example would be Future of Life Institute’s Asilomar 

conference, which developed 23 Asilomar principles
104

. These principles include Principle 12, 

regarding protection of personal privacy, and Principle 13, regarding protection of privacy and 

liberty. However, this self-regulation on its own without proper government regulation is not 

very desirable as self-regulation is usually not obligatory, lack enforcement bodies and is not 

coordinated by central body, which would unify all the different principles and rules.   

AI is and will be a very disruptive technology as it will bring structural changes to our 

society and economy. These changes are not be underestimated as they will touch every part of 

society. Therefore, discussions about many important changes, including about autonomous 

weapons
105

, distributions of profits from AI
106

 and etc., are already being held.  

However, we live in a global world, where companies move between borders with ease, 

therefore any viable solution must also be global. United Nations and regional powers such as 

EU should and even must lead the debate about internationally accepted rules on AI in order to 

meet the challenges created by AI and to reap as much benefits from this technology as possible.   

 

2. REGULATING DATA PRIVACY IN THE AGE OF AI 

 

Regulators all around the world face a lot of challenges when they need to regulate new 

and constantly improving technologies. Like the internet before it, AI is changing the society and 

economy we live in. This technology needs to be regulated, however the regulations must be so 

that it would not stifle the development of the industry and allow citizens to rip the benefits of 

these intelligent systems.  

Many authors agree, current regulatory mechanisms, especially in data privacy, are 

either unsuitable or cannot be applied to these new technological developments
107

. What is more, 
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the complete uncertainty behind what the future holds for this technology and the impact to our 

society is putting another layer of challenges, when considering regulating AI
108

.  

Therefore, in this chapter the author will discuss, what should be considered as a good 

regulation by formulating universal criteria to evaluate every regulation and that criteria would 

be used in the third chapter when the author will evaluate the AI technology and GDPR. 

Furthermore, the challenges and problems which regulators face when determining rules of data 

privacy in association with AI systems will also be discussed.  

 

2.1. What Constitutes a Good Regulation?  

 

Even if regulators try to regulate simple and not complex areas of society, creating a 

good regulation is extraordinary difficult.
109

 Therefore, in order to evaluate efficiency any 

regulation, legal scholars started to determine the criteria necessary to evaluate whether 

regulation is good or bad
110

.  

It could be argued, that any good government policy must maximize the wealth, utility, 

pleasure and/or happiness of society
111

. That is to say, that we should measure regulation and 

determine whether it is good or bad by determining whether the regulation maximizes welfare. 

This measurement is usually used by big corporations when they determine some policy’s 

efficiency by performing cost-benefit analysis.    

However, such a measurement is not a good benchmark to follow as it is very flawed. 

First of all, this approach do not take into account moral dilemmas
112

, for example pollution of 

                                                                 
108 Gonenc Gurkaynak, Ilay Yilmaz, Gunes Haksever, supra note 3, p. 8-9. 
109 Bridget M. Hutter, “A Risk Regulation Perspective on Regulatory Excellence,” in Gary Coglianese Achieving Regulatory 

Excellence (Washington, USA: Brookings Institution Press, 2017), p. 101-102. 

https://books.google.co.id/books?id=XdmACwAAQBAJ&pg=PA101&lpg=PA101&dq=Bridget+M.+Hutter,+A+Risk+Regulatio

n+Perspective+on+Regulatory+Excellence,+in+ACHIEVING+REGULATORY+EXCELLENCE+101,+101&source=bl&ots=5

EcvhEQJfN&sig=PKCo3nwbgRYxkwOXE04Xq_fxB3g&hl=id&sa=X&ved=0ahUKEwjjtri2yvraAhVKvI8KHS7VCl4Q6AEIJz

AA#v=onepage&q=Bridget%20M.%20Hutter%2C%20A%20Risk%20Regulation%20Perspective%20on%20Regulatory%20Exc

ellence%2C%20in%20ACHIEVING%20REGULATORY%20EXCELLENCE%20101%2C%20101&f=false Accessed: April 20, 

2018 
110 Robert Baldwin, Martin Cave and Martin Lodge, Understanding Regulation– Theory, Strategy, and Practice, (New York, 

USA: Oxford University Press, 2012), p. 25 

https://books.google.co.id/books?id=x_lcrqoqb9oC&printsec=frontcover&dq=Understanding+Regulation:+Theory,+Strategy,+a

nd+Practice&hl=lt&sa=X&ved=0ahUKEwiNgInEqcjaAhUB6GMKHWvCDyAQ6AEIKDAA#v=onepage&q=Understanding%2

0Regulation%3A%20Theory%2C%20Strategy%2C%20and%20Practice&f=false Accessed: May 1, 2018.     
111 Please see: Michael Sandel, „Justice: What's The Right Thing To Do? Episode 02: "PUTTING A PRICE TAG ON LIFE", 

Harvard University course on Justice, uploaded in 2009. 

https://www.youtube.com/watch?v=0O2Rq4HJBxw  

Jeremy Bentham, Principles of Morals and Legislation (1780), excerpt, Harvard University course on Justice,  

https://courses.edx.org/courses/course-v1:HarvardX+ER22.1x+2T2017/courseware/C_03/c6828de7461a416381457d1eced938dc

/1?activate_block_id=block-v1%3AHarvardX%2BER22.1x%2B2T2017%2Btype%40vertical%2Bblock%40b0048dfca2ce4c0cb

d3a5a976c771318 
112 Robert Baldwin, Martin Cave and Martin Lodge, op. cit., p. 26. 

https://books.google.co.id/books?id=XdmACwAAQBAJ&pg=PA101&lpg=PA101&dq=Bridget+M.+Hutter,+A+Risk+Regulation+Perspective+on+Regulatory+Excellence,+in+ACHIEVING+REGULATORY+EXCELLENCE+101,+101&source=bl&ots=5EcvhEQJfN&sig=PKCo3nwbgRYxkwOXE04Xq_fxB3g&hl=id&sa=X&ved=0ahUKEwjjtri2yvraAhVKvI8KHS7VCl4Q6AEIJzAA#v=onepage&q=Bridget%20M.%20Hutter%2C%20A%20Risk%20Regulation%20Perspective%20on%20Regulatory%20Excellence%2C%20in%20ACHIEVING%20REGULATORY%20EXCELLENCE%20101%2C%20101&f=false
https://books.google.co.id/books?id=XdmACwAAQBAJ&pg=PA101&lpg=PA101&dq=Bridget+M.+Hutter,+A+Risk+Regulation+Perspective+on+Regulatory+Excellence,+in+ACHIEVING+REGULATORY+EXCELLENCE+101,+101&source=bl&ots=5EcvhEQJfN&sig=PKCo3nwbgRYxkwOXE04Xq_fxB3g&hl=id&sa=X&ved=0ahUKEwjjtri2yvraAhVKvI8KHS7VCl4Q6AEIJzAA#v=onepage&q=Bridget%20M.%20Hutter%2C%20A%20Risk%20Regulation%20Perspective%20on%20Regulatory%20Excellence%2C%20in%20ACHIEVING%20REGULATORY%20EXCELLENCE%20101%2C%20101&f=false
https://books.google.co.id/books?id=XdmACwAAQBAJ&pg=PA101&lpg=PA101&dq=Bridget+M.+Hutter,+A+Risk+Regulation+Perspective+on+Regulatory+Excellence,+in+ACHIEVING+REGULATORY+EXCELLENCE+101,+101&source=bl&ots=5EcvhEQJfN&sig=PKCo3nwbgRYxkwOXE04Xq_fxB3g&hl=id&sa=X&ved=0ahUKEwjjtri2yvraAhVKvI8KHS7VCl4Q6AEIJzAA#v=onepage&q=Bridget%20M.%20Hutter%2C%20A%20Risk%20Regulation%20Perspective%20on%20Regulatory%20Excellence%2C%20in%20ACHIEVING%20REGULATORY%20EXCELLENCE%20101%2C%20101&f=false
https://books.google.co.id/books?id=XdmACwAAQBAJ&pg=PA101&lpg=PA101&dq=Bridget+M.+Hutter,+A+Risk+Regulation+Perspective+on+Regulatory+Excellence,+in+ACHIEVING+REGULATORY+EXCELLENCE+101,+101&source=bl&ots=5EcvhEQJfN&sig=PKCo3nwbgRYxkwOXE04Xq_fxB3g&hl=id&sa=X&ved=0ahUKEwjjtri2yvraAhVKvI8KHS7VCl4Q6AEIJzAA#v=onepage&q=Bridget%20M.%20Hutter%2C%20A%20Risk%20Regulation%20Perspective%20on%20Regulatory%20Excellence%2C%20in%20ACHIEVING%20REGULATORY%20EXCELLENCE%20101%2C%20101&f=false
https://books.google.co.id/books?id=XdmACwAAQBAJ&pg=PA101&lpg=PA101&dq=Bridget+M.+Hutter,+A+Risk+Regulation+Perspective+on+Regulatory+Excellence,+in+ACHIEVING+REGULATORY+EXCELLENCE+101,+101&source=bl&ots=5EcvhEQJfN&sig=PKCo3nwbgRYxkwOXE04Xq_fxB3g&hl=id&sa=X&ved=0ahUKEwjjtri2yvraAhVKvI8KHS7VCl4Q6AEIJzAA#v=onepage&q=Bridget%20M.%20Hutter%2C%20A%20Risk%20Regulation%20Perspective%20on%20Regulatory%20Excellence%2C%20in%20ACHIEVING%20REGULATORY%20EXCELLENCE%20101%2C%20101&f=false
https://books.google.co.id/books?id=x_lcrqoqb9oC&printsec=frontcover&dq=Understanding+Regulation:+Theory,+Strategy,+and+Practice&hl=lt&sa=X&ved=0ahUKEwiNgInEqcjaAhUB6GMKHWvCDyAQ6AEIKDAA#v=onepage&q=Understanding%20Regulation%3A%20Theory%2C%20Strategy%2C%20and%20Practice&f=false
https://books.google.co.id/books?id=x_lcrqoqb9oC&printsec=frontcover&dq=Understanding+Regulation:+Theory,+Strategy,+and+Practice&hl=lt&sa=X&ved=0ahUKEwiNgInEqcjaAhUB6GMKHWvCDyAQ6AEIKDAA#v=onepage&q=Understanding%20Regulation%3A%20Theory%2C%20Strategy%2C%20and%20Practice&f=false
https://books.google.co.id/books?id=x_lcrqoqb9oC&printsec=frontcover&dq=Understanding+Regulation:+Theory,+Strategy,+and+Practice&hl=lt&sa=X&ved=0ahUKEwiNgInEqcjaAhUB6GMKHWvCDyAQ6AEIKDAA#v=onepage&q=Understanding%20Regulation%3A%20Theory%2C%20Strategy%2C%20and%20Practice&f=false
https://www.youtube.com/watch?v=0O2Rq4HJBxw
https://courses.edx.org/courses/course-v1:HarvardX+ER22.1x+2T2017/courseware/C_03/c6828de7461a416381457d1eced938dc/1?activate_block_id=block-v1%3AHarvardX%2BER22.1x%2B2T2017%2Btype%40vertical%2Bblock%40b0048dfca2ce4c0cbd3a5a976c771318
https://courses.edx.org/courses/course-v1:HarvardX+ER22.1x+2T2017/courseware/C_03/c6828de7461a416381457d1eced938dc/1?activate_block_id=block-v1%3AHarvardX%2BER22.1x%2B2T2017%2Btype%40vertical%2Bblock%40b0048dfca2ce4c0cbd3a5a976c771318
https://courses.edx.org/courses/course-v1:HarvardX+ER22.1x+2T2017/courseware/C_03/c6828de7461a416381457d1eced938dc/1?activate_block_id=block-v1%3AHarvardX%2BER22.1x%2B2T2017%2Btype%40vertical%2Bblock%40b0048dfca2ce4c0cbd3a5a976c771318


25 
 

the ocean in order to extract oil and generate wealth would be considered as a good regulation 

because it maximize welfare of the society. Second of all, there is no account for legitimacy of 

democratic process and rights of minorities. Therefore, if few people’s rights could be sacrificed 

in order to achieve maximum welfare, it is justified by this approach. Third of all, it can be stated, 

that maximizing welfare provides no ethical basis for action and does not, and cannot justify any 

particular distribution of rights within society
113

.  

As shown above simple explanations of what constitutes a good regulation can not be 

taken account in this Master Thesis as it would be inherently unfair and vague. Thus, more 

detailed criteria must be established.  

According to this author the following criteria must be evaluated when considering any 

regulation: necessity, transparency, growth support, effectiveness and efficiency, flexibility, 

certainty, capability and legitimacy
114

. All of these benchmarks will be discussed below. 

First of all, necessity means that state must have a legitimate and rational reason to 

intervene. The regulation must respond to problems in the society or prevent future problems to 

arise. Furthermore, regulation must have clear goals, which it wants to achieve
115

. For example, 

in response to the 2008 financial crisis, the USA adopted Dodd-Frank Wall Street Reform
116

 and 

Consumer Protection Act and EU created three new supervisory authorities
117

.   

Second of all, development, implementation and enforcement of regulation must be 

transparent as well as regulators must be able to justify decisions and be subjected to public 

scrutiny
118

. The transparency principle includes nondiscrimination, provision for appeals and 

sound legal basis for decisions
119

. Transparency is also concerned with guarantees that all 

concerned and interested parties are given the opportunity to comment and their comments will 

be duly noted and addressed
120

. 
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Third of all, regulators must support rational growth of an industry and not stifle its 

development. The growth supporting criteria determines that economic objectives are weighted 

in regards to other objectives
121

. For example, data privacy protection would be weighed against 

impacts on competition, innovation, compliance costs and etc., when considering data privacy 

regulation. This principle is also important, when judging the regulation after it was adopting and 

was used for certain period of time. 

Fourth of all, effectiveness and efficiency principle determines that any regulation’s 

inputs and costs are outweighed by benefits of the regulation and achievement of its goals
122

. 

This principle goes even further - the effectiveness and efficiency of regulation must be higher 

than other possible alternative regulation.  

Fifth of all, flexibility principle determines that industries, which are regulated, must be 

able to adopt least costly and innovative measures to meet legal obligations
123

. Furthermore, this 

principle also is supplemented by durability criteria, which means that any regulator must be able 

to respond to changes and amend or reform the regulation
124

. This means, that regulation must be 

able to keep up with technological and market changes in order to be relevant and effective. 

Sixth of all, any regulated subject or industry must be able easily to know what the law 

requires from them now and in the future. The relevant institutions must be able to give advises 

and clarify any misunderstanding quickly
125

. Therefore, companies and people should know, that 

rights or obligations they have or who to call to determine these rights or obligations. 

Seventh of all, capability requirement demands from regulation and regulators to create 

or have a capable human capital to execute and enforce regulatory regime set by regulation
126

. 

This means, that regulators have a necessary competence and abilities to understand the industry 

and enforce desirable behavior from regulated subjects. Furthermore, regulators must be able to 

adapt to technological changes and test regulation in the context of these changes. 

Lastly, any good regulation must have legitimacy in a sense, that there is public support 

for it and regulation and regulators must be subject to democratic process
127

. Therefore, any 

good regulation must be accountable to democratic values and people’s will.  
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The aforementioned criteria is a good basis for analysis in this paper, however there is 

some aspects of this criteria, which still need to be addressed in order to have better evaluation of 

any regulation. 

Often regulators have to lower the standard of one criterion in order to meet the 

standards of other criterion. This process is called regulatory trade-offs and one example of it 

would be when regulator allows lower the public participation in regulation making process in 

order to quickly adapt to changes in the society or markets. Despite of this sacrifice, such a 

regulation could still be considered as a good regulation if regulators address these trade-offs and 

tries to mitigate them. Taking the example we used in this paragraph, regulators could conduct 

public comment sessions or evaluation of regulation after the regulation passed in order to still 

allow public to participate. Furthermore, regulators must provide legitimate reasons supported by 

expert opinion and report why such trade-off happened and to explain it to the public.  

What is more, the measurement of these criteria must also be addressed. Many 

governments assess the regulations quality, while the Organization for Economic Co-operation 

and Development performs evaluations of regulatory institution and tools after the regulation 

comes into effect
128

. According to this author the best way is to divide criteria into divisions: 

inputs, processes, outputs and outcomes.
129

 Inputs assessment evaluates the resources devoted to 

for the execution and enforcement of regulation. Processes division addresses the ex post 

evaluation of regulation and analyses of the subsequent policies or guidelines. Outputs evaluate 

the achieved goals of regulation. Lastly, outcomes determine the impact of the regulation to the 

legal system and society. This division nicely supplements 8 point criteria and helps the author 

with making evaluation process much easier and more understandable to the reader.   

All in all, the author of this Master Thesis believes, that these 8 criteria and subsequent 

division are the best benchmark for determining whether any regulation must be considered good 

or not. The higher standard of each individual criterion regulation achieves the better quality it 

must be considered to be. Therefore, these criteria will be used throughout the Master Thesis to 

determine GDPR’s value and benefits to society and whether this regulation is the right one in 

the age of AI.    
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2.2. Challenges of Regulating AI in Data Privacy Laws 

 

In this subchapter, the author will addressed the challenges and problems the regulators 

would have to face when trying to regulate AI in data privacy laws. As mentioned before, the AI 

is a disruptive technology, which changed and will continue to change the way society and 

markets work and operate. Therefore, in order to develop a good regulation, regulators must 

determine these challenges and address them in the data privacy regulations. 

The key fear is that it may be too early to regulate AI and that any regulation adopted 

today “may hinder developments that could prove essential for human existence.”
130

 This is one 

part of so called Collingridge Dilemma. The Collingridge Dilemma is associated and challenging 

for any regulator, which wants to regulate new technology and therefore must be addressed in 

this Master Thesis. 

The Collingridge dilemma states, that early in the development of new technology, the 

gravity and character of their potential harms are not enough well known to support regulatory 

intervention and regulation
131

. However, once the technology develops and industry adopts it, the 

effective control becomes obstructed by constituencies that have been created around the 

technology with industry’s interests in its continuance
132

. In short, we cannot regulate technology 

in early stages because of limited knowledge about it, while in later stages the technology is so 

entrenched in our daily lives that there would be resistance from users, developers, investors, 

companies and even governments.  

It is important to mention, that we are no longer living in the early stages of AI 

development as the AI have already been deployed in society in a vast number of industries from 

medical diagnostics to criminal or other type of sentencing to social media and personal 

assistance, making the issue of regulating AI even more urgent
133

 because most of the 

aforementioned fields collect and process insane amounts of personal information.  

Therefore, the first challenge regulators faces is a race against time to create a 

comprehensible AI regulation as using generic laws from the past to regulate AI is no longer an 

option. And if one lets this technology to continue development without proper regulatory 

oversight, it would be very hard to regulate it later and get the desired results.  
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Other challenge of regulating AI in the age of AI is the problem of pattern recognition. 

AI is very good at analyzing vast amounts of data and recognizing patterns, which people 

themselves cannot recognize from that data. However, this ability could eventually eliminate the 

boundaries between what is considered private and public data. AI is increasingly able to derive 

the personal and private information from publicly available information
134

. For example, Target 

company’s systems were able to determine from online searches, that a girl is pregnant and 

started sending her ads for things for babies, even though she did not even mention that fact to 

her parents
135

. The scary thought is that companies, governments or people who have AI with 

pattern recognition capabilities one day could be able to make predictions and learn very 

intimate things about a person. Any good data privacy regulation must address this problem 

associated with pattern recognition and force companies and other subjects to follow legal 

obligation, which limits the risks of such things happening.  

Another challenge that regulators must address is bias inside the AI systems. This bias 

problem is different than the one associated with human management. As Kate Crawford 

explains such challenge could be associated with racism, sexism and discrimination, which is 

unintended
136

. Bias inside AI could be very difficult to detect and have a potential to become an 

intricate part of the logic by which AI reach decisions.
137

 For example, programs designed to 

pre-select candidates for university places or to assess eligibility for insurance cover or bank 

loans are likely to discriminate against women and non-white applicants
138

. The problem is 

magnified by non-transparency of AI systems. However, this challenge could be met with 

regulation, which requires companies to carefully integrate safety features into the design of AI 

and have a good troubleshooting mechanism if problems are highlighted. Additionally, 

companies and regulators should develop testing systems, which would have capabilities of 

testing such AI systems before and after they are deployed. 

What is more, any regulator who wants to regulate AI faces broad but distinct to AI ex 

ante and ex post problems. The ex ante problems are: 1) Discreetness problem - AI systems 

could be developed without the need for large scale, integrated institutional frameworks, 2) 
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diffuseness problem - AI systems could be created by a various set of subjects, working in 

different jurisdictions and locations, 3) Discreteness problem - AI systems “will capitalize and 

make use of discrete technologies and components, the full potential of which will not be 

apparent until the components come together” and 4) Opacity problem - the technologies 

underlying AI will be opaque to the majority of regulators
139

. On the flip side, ex post problems 

are: 1) Foreseeability problem is associated with the features of AI, which are intrinsically 

autonomous and mostly operates in ways, that are unforeseeable to original creators and 2) 

Control problem, which means that AI could potentially operate in such a ways, that human, 

whether it would be legally responsible persons (narrow control) or humans in general (general 

control) would not be able to control AI system.
140

 Therefore, any good regulation must address 

these problems. Some possible solution could be an agency or mechanism which would test AI 

and certify them before they go into the market
141

 and later on, in certain time periods test these 

AI systems to see if they are still performing up to the desired standards and are controllable.  

  The pacing problem also should be addressed in data privacy regulation. This 

problem arises if regulator does not keep up with the speed of innovation and thus technology 

outpaces the regulation. This leads to either too general and broad regulation, which is 

ineffective and do not provide any guidance,
142

 or too strict regulation, which stifles the 

development of technology. This problem could be mitigated by having effective amendment 

mechanism and having an agency, which could develop, and change if needed, technical 

standards and guidance for such regulation.  

Another challenge is more subtle but still necessary to be addressed is the consent of the 

person. Information gathering by big companies has reached such a level, that consumers have 

no ability to understand the consequences of sharing information
143

. Such a dilemma is amplified 

by unmatched ability of AI to spot patterns, which humans cannot. This author does not have a 

comprehensible solution or even recommendation because it is highly unlikely that consumers 

would ever keep up in this AI arms race. However, regulations maybe could address this issue by 

setting standards and strict rules for consent clauses in addition to notice clauses
144

. 

Regulators should also consider not only the ways, that the data is gathered but also how 

the data is used to influence and control decisions of individuals. Therefore, they need not only 
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to address the question of how individuals can protect their data but also how much power 

should companies have over people. As Ryan Calo determines, companies already can 

manipulate other market participants through detailed understanding of individual and cognitive 

limitations of individuals, and politicians can target messages, including fake news, to sway the 

voters for voting for them or swift public debate
145

. You do not have to look further than recent 

scandal regarding misuse of personal data to influence election by data analysis company 

Cambridge Analytica
146

. Any good regulation must address this issue.  

Monopolies of data are also a problem as big companies have access to large amounts 

of data and are not inclined to share such data. Access to data is important as the greater access 

to data a company has, the better positioned is to solve difficult problems with machine learning 

and ensure better quality AI
147

. Thus smaller companies have and will have trouble entering and 

competing in the marketplace. Companies, which have vast amount of data, uses consumer 

privacy excuse and invoke ethical codes of conduct to not share data
148

. It is indeed the case then 

you consider, that only several companies in the world can obtain vast amounts of data in the 

performance of their services and they are buying every possible AI start up out there. Therefore, 

regulators will have to strike a balance between allowing both small and big players to play the 

game and data privacy rules. 

AI works best if it have access to vast amounts of data and can retain that data, however 

data privacy laws usually limit access to data and data retention. AI have a potential to be better 

at decision making process than humans, however it needs data to learn
149

. Therefore, regulators 

must again strike a balance between strict access to data and AI industry growth. Because 

limiting company’s access to data could force companies to move to different jurisdictions and 

conduct their research outside EU.  

 Regulators must also design their rules in such a way, that AI companies would be 

incentivized to open their AI systems for scrutiny and accountability by regulating bodies. Most 

of today AI systems are not open for scrutiny and are protected by proprietary rights. For 

example, regulators must determine whether effective right to question decisions exists as 

individual do not know the intricate parts of AI and therefore their right to defence is somewhat 
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limited. Also, the AI is relatively opaque and not open, therefore it makes it easier for companies 

to hide a wrongdoing and evade regulation
150

. In analogical situation, Volkswagen was able to 

create specific code, which would allow them to trick emission tests, which were showing, that 

engines were emitting less toxic materials than it actually did. Therefore, regulators need to 

consider this problem and ensure, that companies have less incentives and are less able to abuse 

data privacy regulation. 

Lastly, information asymmetry is a big issue, that needs to be addressed. As Michael 

Guihot, Anne F. Matthew and Nicolas P. Suzor state, information asymmetry happens where the 

AI companies hold all the relevant information about the technology and regulators do not have 

such an expertise
151

. Stanford one hundred year study on AI also noted this problem and stated, 

that governments should accrue greater technical expertise on AI
152

. Because regulators do not 

yet have the expertise or even enough information to create expertise, if we are ever to ensure Al 

is developed in a way that is beneficial for humanity, developers must acknowledge both their 

social obligation to share information (be transparent and accountable) with others, and the 

critical importance of collaborations with thinkers from other disciplines
153

.    

In summary, the regulators need to address Collingridge Dilemma, pattern recognition, 

bias, ex ante, ex post, pacing, consent, application of data, competition, development, 

accountability and expertise problems in order to create a regulation, which would be considered 

as a good regulation. In the next chapter the author will test the GDPR and determine whether it 

indeed meets these challenges in era of intelligent machines.  

 

3. AI AND GDPR 

 

The GDPR was passed in April of 2016, following a long process of negotiations and 

concessions. From the moment final version of GDPR has seen the light of day, business sector, 

citizens of EU, governments across Europe and beyond was trying to understand and adopt the 

framework which GDPR will require to be adopted from May 2018, the month the GDPR will 

officially come into effect
154

.  

This chapter will be dedicated to the evaluation of GDPR and its compatibility with AI 

technology. The author will have two tasks in this chapter: 1) to determine whether GDPR is a 
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good regulation by using the criteria determined in subchapter 2.1. of this Master Thesis and 2) 

to analyze how the GDPR meets the challenges stipulated in subchapter 2.2. 

However, before the author goes on with the evaluation, one question needs to be 

answered: why GDPR was chosen for this evaluation? There are several reasons for that.  

First of all, the impact and consequences of GDPR will surely be significant and long 

lasting. Some authors even called GDPR the most comprehensive and forward looking piece of 

legislation to address the challenges facing data protection in the digital age
155

. Whether it might 

be true or not, the GDPR, which replaces 1995 Data Protection Directive
156

, is going to set the 

rules of data privacy protection throughout the next few decades. The author of this Master 

Thesis agree, that the GDPR is one of the comprehensible data protection legislation with years 

of legal jurisprudence behind it, thus making GDPR the perfect target for evaluation. 

Second of all, the GDPR, despite never mentioning AI by name, GDPR still have a lot 

of articles, which directly affects operation of AI technology. For example, Article 22 of GDPR 

prohibits automated individual decision making, including profiling
157

, which have potential to 

stifle or somewhat impact the development of the AI technology. Furthermore, other data 

privacy regulations in different countries around the world do not contain such clauses. Thus, the 

author believes GDPR is the perfect test subject to test the idea, that AI could be regulated by 

general laws without the need for laws specifically targeting AI.  

Thirdly, the GDPR was also selected because of the so-called Brussels effect. Professor 

Anu Bradford states, that despite economic and political turmoil in Europe, the EU exerts vast 

amounts of influence of global markets through its regulatory and legal frameworks
158

. The EU 

usually sets high standards for any goods or services inside its internal markets and for importing 

goods and services originating from outside EU
159

. Therefore, countries, which wants to export 

their goods and services into EU must obey by those standards and in many cases change their 

laws. Therefore, GDPR could have a ripple effect around the world and countries would model 

their data privacy legislation as a copy of GDPR. 

Lastly, from purely economic standpoint, EU is the economic powerhouse in the world. 

In 2016, EU was the second largest economy by gross domestic product based on purchasing 
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power parity
160

. The rules set by EU for its internal market is important as they affect 20 billion 

dollar economic machine. Combine this number with Brussels effect and you have a truly 

influential player in the global markets. 

All in all, despite long negotiations and years of jurisprudence, GDPR is not a perfect 

legislation and it indeed raises a lot questions in regards to AI. Many authors and legal scholars 

have been arguing that GDPR is not compatible with the age of AI and must be improved
161

. 

Thus, this Chapter in essence will address every relevant critical part of GDPR and determine 

whether the critique is justified. The third chapter of this Master Thesis will be divided as 

follows: 1) fundamental principles of GDPR, 2) right to notification and access and 3) automated 

decision making and profiling.  

 

3.1. Fundamental Principles   

 

GDPR establishes several fundamental principles for processing of personal data. These 

principles determine the foundation, which every processing of personal data should be based 

upon and follow. 

Few of these fundamental principles directly or indirectly clashes with AI industry and 

technology, thus must be evaluated and analyzed. These principles are: 1) lawfulness, fairness 

and transparency (Article 5(1)(a) of GDPR), 2) purpose limitation principle (Article 5(1)(b) of 

GDPR), 3) data minimization principle (Article 5(1)(c) of GDPR) and 4) Special categories of 

personal data (Article 9 of GDPR). All the aforementioned principles and their compatibility 

with AI technology will be examined and analyzed below. 

 

3.1.1. Lawfulness, Fairness and Transparency   

 

Article 5(a) of GDPR determines, that personal data shall be processed lawfully, fairly 

and in a transparent manner in relation to the data subject. 

For the sake of clarity and before we analyze aforementioned principle it is important to 

determine what we consider personal data in light of GDPR. Personal data in the GDPR is 

defined as “any information relating to an identified or identifiable natural person (‘data 

subject’); an identifiable natural person is one who can be identified, directly or indirectly, in 
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particular by reference to an identifier such as a name, an identification number, location data, 

an online identifier or to one or more factors specific to the physical, physiological, genetic, 

mental, economic, cultural or social identity of that natural person”
162

  

In order to analyze the above mentioned principles, it is necessary to divide this section 

into three separate subsections, which would be dedicated to evaluating each of these three 

principles: 1) lawfulness, 2) fairness and 3) transparency. This is necessary because each of these 

principles determine different types of issues and challenges in association with AI technological 

development and its uses in processing personal data.  

 

3.1.1.1. Lawfulness 

 

Lawfulness principle is very important for the GDPR as any and all processing of 

personal data must be done legally and according to the procedures set in the GDPR. Therefore, 

the author will try to determine what kind of processing should be considered as lawful, the 

issues and challenges which AI industry face when dealing with this principle and 

recommendations to help solve the issues.  

To start with, two notions will be relevant when considering whether processing is 

lawful in the AI context - “processing” and “profiling”. GDPR defines “processing” as: “any 

operation or set of operations which is performed on personal data or on sets of personal data, 

whether or not by automated means, such as collection, recording, organisation, structuring, 

storage, adaptation or alteration, retrieval, consultation, use, disclosure by transmission, 

dissemination or otherwise making available, alignment or combination, restriction, erasure or 

destruction”
163

.  

Additionally, GDPR defines “profiling” as “the use of personal data to evaluate certain 

personal aspects relating to a natural person, in particular to analyse or predict aspects 

concerning that natural person's performance at work, economic situation, health, personal 

preferences, interests, reliability, behaviour, location or movements”
164

. Article 29 Working 

Party further clarified this definition by stating, that profiling is a procedure which may involve a 

series of statistical deductions. It is often used to make predictions about people, using data from 

various sources to infer something about an individual, based on the qualities of others who 

appear statistically similar
165

. In essence, profiling is composed of three elements: 1) it has to be 
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an automated form of processing, 2) it has to be carried out on personal data and 3) the objective 

of the profiling must be to evaluate personal aspects about a natural person
166

.  

It is important to mention, that profiling is very similar to automated decision making, 

therefore they are both mentioned in Article 22 of GDPR, which is the most relevant article for 

AI processing. The lines between profiling and automated decision making is blurry, as both of 

these processes can overlap. Easiest way to understand
167

 the differences is to think, that 

automated decisions can be made with or without profiling, on the other hand profiling can take 

place without making automated decisions
168

. 

The rules regarding the legality of automated individual decision making and profiling 

were already determined in the 1995 Data Protection Directive, a predecessor of GDPR. These 

rules in essence determined, that individuals have a right not to be subjected to a decision which 

produces legal effects concerning him/her or significantly affects him/her and which is based 

solely on automated processing of data intended to evaluate certain personal aspects relating to 

him
169

.  

The GDPR picked up these rules and somewhat extended them. Current version states, 

that the right to not be subjected to automated decision making includes not only profiling of 

data subjects but also any other type of automated processing
170

. What is more, both Data 

Protection Directive and GDPR contains clauses, that fully automated assessments of a person’s 

character should not form sole basis of decisions that significantly impinge upon the person’s 

interests
171

. This right in essence guarantees, that EU citizen would not be subject to decision 

making process, which is conducted solely on automated processing and results in legal effects 

concerning EU citizens or similarly affects them.  

When explaining the rules of automated decision making, Article 29 Working Party 

determined in 2013, that automated individual decision making, including profiling, should not 

only cover decision that produces legal effects or significantly affects data subjects but also the 
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collection of data for the purpose of profiling and the creation of profiles as such
172

. Thus there is 

a strong need to discuss not only the legality of processing by automated means but also the 

collection of personal data and use of such data. 

After brief analysis of history and definitions in regards to automated decision making 

process and profiling, the author will now evaluate three things regarding lawfulness of AI 

processing - 1) the legality of performing automated processing, which includes profiling, 2) the 

legality of reaching automated decisions in regards to such processing
173

 and 3) the legality of 

use or deployment of collected data. These things are important to evaluate as any AI processing 

is made by automated means. 

First of all, the performance of automated decision making is allowed if there are at 

least one of three exceptions determined in GDPR: 1) necessity of entering or performing the 

contract between data subjects and data controllers, 2) authorization by European Union or 

Member State law provided, that there are necessary safeguards for data subjects rights and 3) 

data subject’s consent
174

. The problem with those exceptions arises then you start considering 

consent and implementation of safeguards.   

Many legal scholars believe that consent clause is the most problematic of the 

exceptions provided in Article 22(2) of GDPR. Article 4(11) of GDPR determines, that consent 

is “any freely given, specific, informed and unambiguous indication of the data subject's wishes 

by which he or she, by a statement or by a clear affirmative action, signifies agreement to the 

processing of personal data relating to him or her”. Generally, the consent must be made by 

informed data subject, who understands the nature and logic of algorithms behind AI systems, 

however, this understanding of consent goes against the nature of many AI systems with 

machine or deep learning capabilities.  

Many types of algorithms are inherently non-transparent or understandable and even if 

they could be understood, the average data subject would find it hard to comprehend them
175

. 

Such inexplainability happened because developers prioritized predictive performance rather 

than interpretability
176

. Some AI systems are not even understood or even interpretable by their 

own designers, therefore companies would need to change their AI designs in order to make 

them more explainable for the average consumer. This could lead to a trade-off between 

performance and interpretability, as more complex AI systems are more efficient but less 
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explainable
177

. Therefore, it could be argued, that many AI systems are not lawful as the 

consumer cannot make a specific, informed and unambiguous consent.   

 Furthermore, the information gathering by big companies, especially Big Data 

companies
178

, has reached such a level, that consumers have no ability to determining the 

consequences of sharing information
179

. Thus further questioning ability to consent to automated 

decision making made by AI. 

Even if consent is valid under data protection law, it might be that the data controller is 

required to obtain a separate consent for processing data subjects’ personal data in specific 

situations, such as in an employment or medical context
180

. Therefore companies, which use AI, 

would not have an incentive to use AI on broad bases as it will always be hard to determine 

whether the information about the system is specific and would be understandable to the data 

subject. 

All in all, Giulio Coraggio best describes consent situation with this question - “who 

would ever grant his consent to be subject to an automated decision?”
181

 In his view, such a 

prohibition, which only could be circumvented with consent, should only apply for marketing 

purposes, as this field is mostly associated with intrusive to privacy measures
182

. Other fields 

could bear many benefits without the consent clause
183

, such as medical research.  

Talking about the lawfulness of reaching a decision by automated means, several 

problems arises when data subject wishes to exercise the right to express their point of view and 

to object the decision
184

.  

According to GDPR, data controller must let the data subject to express their point of 

view
185

 before algorithm makes its final decision, therefore it is reasonable to say that data 

controller must have sufficient safeguards to prevent a machine from reaching a final decision 

after the data subject exercises the aforementioned right
186

. However, current types of AI reach 
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decisions almost instantaneously or are not designed to stop in the middle of processing. Thus 

making the processing conducted by these AI systems unlawful, if the data subject exercises the 

right to express his point of view.  

In regards to the right to object, the Article 29 Working Party stated, that human 

intervention is a key element as any review must be carried out by someone who has the 

appropriate authority and capability to change the decision
187

. In some cases, reviewing the 

decision would be hard as automated decision making process could have been made based on 

third party algorithms, pre-learned models, opaque machine learning models or on data sets. 

Additionally, it is hard for human to understand how machine achieved one or another decision 

because, as it was stated before, sometimes even designers of machines do not know how AI 

reached one decision or another.  

Furthermore, it could be argued, that to express his/her point of view or object the 

decision, the data subject must understand the AI system and how the system reached its 

decision. Only this way, data subject would be able to point out why he believes the possible 

decision is unfair or detrimental to his future situation. However, as it was discussed in the 

previous paragraphs, the data subject would struggle to understand the intrinsic parts of AI 

system and would have a hard time objecting the decision or expressing his/her view without 

understanding how the AI system reached the decision. What is more, most of the software 

behind AI is copyright protected or considered trade secret, even more restricting data subject’s 

ability to gain information and understand his claims. Thus the effectiveness of aforementioned 

rights in the context of AI must be questioned.  

Lastly, the author turns to discuss the legality of collection and deployment of obtained 

personal data. Recent headlines about Cambridge Analytica
188

 or firms, such as Palantir
189

, 

brought the debate about the legality of collection and using the data subject’s personal data and 

the lawfulness of such usage. Companies already can manipulate other market participants 

through thorough understanding of data subject and cognitive limitations of data subjects and 

politicians can target messages, including fake news, to sway the voters for voting for them or 

swift public debate
190

. In this author’s opinion, the GDPR lacks the necessary teeth and 

mechanism to prevent or catch companies who misuse data for notorious reasons and to question 

legality of this process. One reason why companies can do that is because they design their own 
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systems and regulators do not have proper tools to catch these companies. The best analogy 

would be the Volkswagen scandal, when they created algorithms to cheat emission testing 

devices
191

. Therefore, there is a need for innovative solutions.  

In the last paragraph of this subsection, the author will provide solutions or 

recommendations to the aforementioned problems. One of the solutions, which regulators could 

consider would be a right to appeal to an AI. Some authors suggested
192

 that AI can be much 

more objective and neutral in making decisions, because AI can make decision without 

considering or being biased toward factors such as race, religion, age and others. Furthermore, 

another AI could be much more equip in terms of computing power and speed to evaluate the 

work of another AI. Therefore, if AI could be more fairer and faster than their human 

counterparts, this option should be considered by regulators. Such an AI would help solve the 

efficiency issues of right to object and give tools to data subject to legitimize and explain his 

right to express his view, as he will have more information about the fairness of the process. 

However, as the law stands today, the AI appeal option would not be considered as lawful.  

However, the aforementioned idea has its drawbacks. First of all, AI could have the 

subjectivity and moral compass of its creator or the AI could be biased and unintentionally racist, 

sexist or discriminatory in the outcomes of data analysis
193

. For example, algorithms performing 

predictive risk assessments of defendants committing future crimes were making errors with risk 

scores for black defendants
194

, just because of data sets provided to it, which contained 

disproportional statistics. In any case, if AI would be designed in such a way to disregard such 

biases, such AI potentially would be much fairer than any human ever could. Some possible 

middle ground could be found in the idea, that regulators would take into account 

recommendations from this “appeal AI” and make decision.  

Furthermore, some authors suggested
195

 using “subject-centric” explanations in order to 

help data subject better understand the AI systems and thus to give more knowledgeable consent 

or more effectively exercise other rights. “Subject-centric” explanation means, what explanations 

would be restricted to particular regions of an AI model around a query
196

. Thus the explanation 

is restricted to region surrounding a set of data. This would allow data subject to explore and 
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understand complex AI systems. However, these explanation models do not explain the AI 

system in its entirety and is still underdeveloped.  

Similar explanation models, such as pedagogical model, could also be considered as 

they would allow avoiding the intellectual property rights or trade secrets wall. Pedagogical 

models create an explanation around a model rather than from decomposing it
197

. However, the 

quality of such explanation could be questioned and data subject would be quite far from 

understanding the AI systems in order to efficiently exercise his rights. 

All in all, lawfulness requirement consists of determining legality of several processes 

included in GDPR, such as automated decision making. However, the practice, which companies 

engage today and AI development trends could be incompatible with the principle of lawfulness 

either because companies tend to misuse obtained data or because GDPR determines rules, that 

would be very hard for AI industry to follow. Ultimately, the AI holds potential to make 

processes fairer.  

 

3.1.1.2. Fairness 

 

Ensuring fairness is one the ultimate goals of data protection legislation and is necessary 

for data subject to trust any processing. However, striking a right balance between protecting this 

principle and further development of AI industry is quite a challenge. Therefore, in this 

subsection the author discusses what is considered fairness in the context of GDPR formulates 

some issues regarding relationship between AI and fairness principle and lastly, offers some 

solutions on how EU law could be improved in order to meet the challenges posed by AI. 

The fairness requirement is enshrined not only in GDPR but also in other important EU 

documents, for example, Article 8 of EU Charter of Fundamental Rights provides, that personal 

data must be processed fairly. Despite fairness principle being mentioned in many legal 

documents, the notion of what is fair is quite an open term and therefore requires more 

explanation.  

The best way to explain what is fair in context of GDPR and AI technology is to 

provide the understanding of what is unfair. Let’s take the example of profiling. In case of 

profiling Article 29 Working Party stated, that profiling may be unfair when it creates 

discrimination, for example by denying people access to employment opportunities, credit or 

insurance, or targeting them with excessively risky or costly financial products
198

. GDPR Recital 

60 also states, that: “The controller should provide the data subject with any further information 
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necessary to ensure fair and transparent processing taking into account the specific 

circumstances and context in which the personal data are processed. Furthermore the data 

subject should be informed of the existence of profiling and the consequences of such profiling.”. 

Additionally, Recital 71 determines, that: “In order to ensure fair and transparent processing in 

respect of the data subject, taking into account the specific circumstances and context in which 

the personal data are processed, the controller should use appropriate mathematical or 

statistical procedures for the profiling, implement technical and organizational measures 

appropriate to ensure, in particular, that factors which result in inaccuracies in personal data 

are corrected and the risk of errors is minimized,….” Therefore, processing of personal 

information could be considered unfair if it discriminatory, the data subjects is not provided with 

necessary information and there are not enough safeguards.  

In addition to aforementioned criteria, AI’s processing of personal data could also be 

unfair if it display biases. Biases could be difficult to detect and if precautionary measures are 

not being taken could become part of the logic of everyday algorithmic systems
199

.   

There was a time when many experts believed, that AI systems could not display bias 

and could execute perfect decisions
200

. Even drafting documents of 1995 Data Privacy Directive 

acknowledge this and stated, that AI systems
201

 has an apparently objective and incontrovertible 

character to which a human decision-maker may attach too much weight, thus abdicating his 

own responsibilities
202

. However, later it was proved in many situations, that AI might be biased. 

Generally in the context of AI, there are two types of biases - direct and indirect. An 

indirect bias occurs when past prejudices are already built up in the data. For example, certain 

minority groups are mistreated in the past and therefore their data is inaccurately shown to the AI, 

which makes future decisions based on that data. For example, in a hiring application, if fewer 

women have been hired to executive positions previously, data about female employees might be 

less reliable than data about male employees
203

. However, these issues can be ameliorated with 

regulation that requires either careful design or prompt troubleshooting when the issues are 

identified
204

.  
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Direct biases happens when the AI follows the subjectivity and moral compass of the 

designer or when the AI is designed in such a way as to pursue the goals of the creator
205

. A bias 

might be also direct if designer of AI makes the algorithm to develop a model that filters people 

by race, gender, or religion, where there is no justification for doing so
206

.  

This introduction to fairness principle gives the reader some understanding about the 

possible impacts of AI technology to fairness of whole processing, however the author will now 

provide more in depth analysis of possible challenges in regards to AI and GDPR.  

The first major problem associated with the direct and indirect biases is so called “black 

boxes”. As Bjorn Erik Thon and Catharina Nes
207

 explains the complex way in which 

algorithms reach their results may put them beyond the reach of individuals’ understanding. 

These complicated systems may therefore become as “black boxes”, which conceal the 

evaluations, analyses, decisions and choices made during the creation of the model. Therefore, if 

decisions are made in “black boxes”, unfairness will be difficult to expose and as Bjorn Erik 

Thon and Catharina Nes concludes the regulators needs to find a way to look into these 

systems
208

. So in order to ensure the fairness of these systems the regulators need to have a 

mechanism determined in GDPR on how to access these systems and evaluate their objectivity 

without infringing on intellectual property rights and trade secrets of companies. As it stands 

now, it is difficult to say whether GDPR have this sort of mechanism to look into “black boxes” 

or will it require the companies to change the designs of AI systems, thus requesting privacy by 

design
209

. 

Second problem arises due to the nature of AI systems. More precisely, it will be very 

hard for regulators to establish liability by understanding and uncovering causal links for 

violating fairness principle. This is especially true, when considering data mining procedures.  

Data mining involves the deployment of a set of continuously evolving research 

techniques, which have become available as a result of widely distributed access to massive, 

networked computing power and exponentially increasing digital data sets, enabling almost 

anyone who has the right level of skills and access to assemble vast quantities of data, whether as 

text, numbers, images or in any other form, and to explore that data in search of new insights and 
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knowledge
210

. Or to put it into more understandable terms, data mining is a procedure by which 

large databases are mined by means of algorithms for patterns of correlations between data.
211

 

The correlations found by the algorithms through data mining procedure determines some type 

of relation between different data, however it does it without necessarily providing an 

explanation about what that relation really is or whether there is a causal link between the 

data.
212

 Let takes an employment case for example, algorithm might determine, that female 

candidate is not suitable for being a CEO but the cause for this may be, that much less women 

there given a chance to reach CEO level in the past due to historical reasons and therefore the 

data “fed” to algorithm reflect this past injustices
213

.  

Locating and differentiating correlations and causation in data mining could help 

identify whether the biases are because of algorithms models was mistaken in interpreting and 

sorting data or because of company’s unfair and discriminatory policies. This would help 

regulators evaluate what kind of degree of liability should be accorded in light of GDPR 

provisions, however the GDPR do not stipulate how such an issue could be solved. 

In light of aforementioned problems, the author will suggest some solutions. One 

solution to problems mentioned above which could be adopted in later years, would be to create 

an obligation for companies using AI to develop measure to minimize and correct discrimination 

and biases
214

. These measures could include prompt troubleshooting mechanism or careful 

design
215

. Ensuring, that algorithms are fair could be done through EU courts also, as in CJEU 

Google Spain case the court determined, that Google algorithm must allow execution of right to 

be forgotten
216

 and thus proving, that big AI companies could be forced to uphold the rights 

determined in GDPR. 

Another way would be to force companies to develop so called explainable AI systems, 

which would allow human to understand how AI reached a certain decision. One example of 

such AI is usage of scoring algorithms that inject noise and score additional data points around 
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an actual data record being computed, to observe what features are driving the score
217

. This 

technique is called local interpretable model-agnostic explanations (LIME), and it involves 

manipulating data variables in infinitesimal ways to see what moves score the most
218

. This 

would allow understanding what kind of criteria was used by algorithm to determine one result 

or another. 

However, above mentioned solution have its drawbacks. Forcing companies to make AI 

more explainable could have a chilling effect on the development of AI industry. Companies 

invested a lot of funds into developing the types of AI systems they have today and for them to 

change these types of intelligent machines would be very costly and time consuming. Going 

even further, the small companies would not be eager to go into AI market because they would 

need not only to spend a lot of money on development but also they will need to spend vast 

amounts of money in order to comply with the privacy laws. Regulators must ensure, that small 

companies would have a chance to compete and that all companies must be held accountable. 

Lastly, making AI more explainable could cost the company performance efficiency of such 

systems as more complex systems are better at decision making but are hard to explain.
219

.    

Lilian Edwards and Michael Veale proposes another solution on how to create a fair and 

unbiased AI system
220

. They suggest emitting characterization such as gender or race from the 

data, which is “fed” to the algorithm. However, this would not be a perfect solution as in many 

situations gender and race have a predictive value as thus emitting such characterizations could 

cost better representation of data subject and would not be so accurate. 

All in all, fairness principle should be the most important principle for the AI industry to 

achieve and uphold. However, as it stands now the GDPR is not addressing many issues 

associated with the fairness principle, whether it is because of a lack of mechanisms or specific 

rules inside GDPR. In essence, the regulators in EU need to ensure, that AI industry continues to 

develop inside EU without stifling its growth and without lowering the standards of fairness. 

  

3.1.1.3. Transparency 

    

Transparency is often regarded as a fundamental requirement of the GDPR to promote 

openness and this principle forms an important part of Article 8 of EU Charter of Fundamental 

Rights. As the author discussed earlier, the process of AI is often invisible to the data subject and 
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would be very hard for him to understand. However, after GDPR will come into effect, the 

companies will be required to be transparent and explain the operation of their AI systems.  

Understanding how those AI systems work will be absolutely necessary for data subject 

to effectively exercise many of the rights bestowed upon him in the GDPR. Regulators 

themselves will also need to understand the process involved in AI systems to make sure the 

operation of AI is transparent and clear. Therefore, in this subsection the author will discuss what 

kind of transparency obligations are determined in the GDPR, provide some problematic aspects 

of the relationship between GDPR and AI technology in this matter and lastly, the author will 

provide some suggestions on how to solve these issues.  

To start with Article 29 Working Party explains, that transparency in the context of 

Article 5(1)(a) of GDPR means that data controllers must provide data subjects with concise, 

transparent, intelligible and easily accessible information about the processing of their personal 

data.
221

 However, Article 29 Working Party concede, that individuals have differing levels of 

comprehension and may find it challenging to understand the complex techniques involved in 

profiling and automated decision making processes
222

.  

 Other relevant articles associated with transparency principle are Article 13 and Article 

14 of GDPR. Article 13 of GDPR determines information to be provided where personal data are 

collected from the data subject and Article 14 of GDPR determines information to be provided 

where personal data have not been obtained from the data subject. Recital 60 of GDPR explains 

those rights by stating that: “The principles of fair and transparent processing require that the 

data subject be informed of the existence of the processing operation and its purposes. The 

controller should provide the data subject with any further information necessary to ensure fair 

and transparent processing taking into account the specific circumstances and context in which 

the personal data are processed.” 

Transparency guidelines determine, that transparency obligation in light of Article 

5(1)(a) of GDPR applies to three central areas: 1) providing information to data subjects to 

ensure fair processing, 2) how data controllers communicate with data subjects in relation to 

their rights under the GDPR, and 3) how data controllers facilitate the exercise data subject’s 

rights
223

. 
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All in all, the principle of transparency requires that any information and 

communication relating to the processing of personal data be readily accessible and easy to 

understand, and that clear and plain language would be used.  

It is important to note, that transparency applies not only at the point of collection of 

personal data but throughout the whole processing process, irrespective of the information or 

communication being conveyed
224

, thus data controller must be transparent in all stages of AI 

processing and thus must be able to shine a light on what AI is doing every step of the way. As it 

will be seen later, this is no easy task to accomplish. 

For automated decision making, including profiling, the rules about what information to 

provide are a little bit different. Information, that data controller must provide to data subject 

include meaningful information about the logic involved and the significant and envisaged 

consequences of the processing for the data subject
225

.  

After brief overview of transparency principle, the author now turns to challenges and 

problems associated with the problematic relationship between transparency and AI technology.  

The first problem is associated with the nature of AI technology. Jenna Burrell has 

stated that machine learning applies to problems for which encoding an explicit logic of the 

decision making functions could be done very poorly
226

. This is true as algorithms do not always 

behave in a predictable way
227

 and are not inherently transparent. Bjorn Erik Thon and Catharina 

Nes rises a similar question which really digs deep into the core issue of AI systems - “Just how 

transparent can an algorithm-based decision making process be”
228

. Currently, many AI systems 

are very difficult for users or even developers to understand
229

. 

 Of course it is dependent on the AI computational learning model company or other 

entity uses. For example, some models can act as, already discussed in previous chapters, “black 

boxes”. The decision making process of these “black boxes” are not easy to understand and in 

many cases it is impossible to track their work. This is especially true when discussing neural 

network type of algorithms, such as algorithms with deep learning capabilities. Usually 

conclusions, that are reached by neural networks are not deductible and therefore cannot be 

explained through deductive measures by highlighting the impact of various factors at the input 
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stage to the ultimate conclusion
230

. Therefore, it would be nearly impossible to try to explain the 

logic involved in making decisions by AI to data subject as even the data controller could hardly 

fathom the intricacies of this type of AI system.    

The second problem with transparency arises, when considering online learning AI 

systems. These algorithms are able to update their prediction models after each consequent 

decision, incorporating each new observation as part of their training data, even knowing their 

source code and the inserted data is not nearly enough to replicate or to predict their behavior.
231

 

Therefore, it would be very hard or nearly impossible to satisfy the criteria of explaining possible 

significant and envisaged consequences of the AI decision making process as these 

consequences are reached by complex learning and updates.  

The third problem is associated with the core of many AI businesses. The AI algorithms 

and models usually are protected as intellectual property or are considered as trade secrets. This 

pre-establishment creates several issues. Firstly, how can a company operate in transparent 

fashion if its software, AI algorithms or models are essentially hidden and protected from public 

scrutiny and regulators cannot access them. Secondly, in a situation where a data subject 

disagrees with the decision of the AI and wants to use his right to object and sue the company for 

discrimination or for another reason, how could he effectively exercise such a right without 

knowing precise inputs and outputs to any AI system with machine learning capabilities
232

. 

Furthermore, are the judges have enough expertise and are they ready to analyze complex AI 

models of companies in order to decide whether AI system made a right decision or who is at 

fault. 

But the higher degree of AI algorithms transparency could also not be the key. As Kate 

Crawfords puts it there are two problems with algorithms transparency
233

. First of all, companies 

such as Facebook, Google or Amazon would not reveal their a proprietary workings of their AI 

systems for fear of losing their competitive edge and of fear that users could try to game the 

system
234

. Secondly, there is a transparency paradox: revealing how an algorithm works, even if 

it were possible to predict consistently, would mean revealing information, handling practices in 

ways that are relevant and meaningful to the choices individuals must make and if one did so, 

describing every flow, condition, qualification and exception, we know that it is unlikely to be 
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understood, let alone read by the data subject
235

. In the end, this could not result in more 

transparency. 

The fourth problem arises, then considering definitions described in GDPR. It is not 

clear what the regulators meant by the phrase “meaningful information about the logic”. Dimitra 

Kamarinou, Christopher Millard and Jatinder Singh rises an important question which is yet still 

unanswered - does the term “logic” refer to the data set used to train the algorithm, or to the way 

the algorithm itself works in general, for example the mathematical / statistical theories on which 

the design of the algorithm is based, or to the way the learned model worked in the particular 

instance when processing the data subject’s personal data?
236

 These questions are not answered 

neither in Article 29 Working Party guidelines on transparency nor in Article 29 Working Party 

guidelines on automated decision making. Therefore, after GDPR comes into effect in May, 

there will be a lot of legal uncertainty as to what the aforementioned phrase really mean and 

what the company should be transparent about.  

The fifth problem arises when considering the use of cloud computing technology and 

third party providers. AI’s with machine learning capabilities chain of supply could be consistent 

of models and algorithms which are created by third party suppliers. So, for example, number of 

companies could be using cloud computing services without even having a specialist which 

understand AI with machine learning or deep learning capabilities. Therefore, these companies 

will need to hire such an experts in order to comply with GDPR obligations and to explain the 

data subject about automated decision making process.   

The sixth problem is associated with transparency fallacy. As Lilian Edwards and 

Michael Veale state individuals are mostly too time-poor, resource-poor and lacking of specific 

expertise to meaningfully make use of their individual rights. Or in more extreme situations more 

transparency could lead to cynicism about entire industry and less caring about unfair practices. 

Imagine a situation where an individual seeks more information, analysis it only to come to 

conclusion, that he have little power to change it
237

. For example, if you find out about some 

strange data collection practices by Facebook, you would still need to use Facebook for social 

networking purposes.   

Now the author will discuss possible solutions for transparency problems. One solution 

to the aforementioned problems would be to make documentation of the AI’s decision making 

process. The documentation must set out, at the very least, the data categories which are applied, 
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together with information about the role these categories play in the decision or decisions 

concerned
238

. However, documentation is not easy or sometimes possible to obtain, for example 

in cases where neural networks or so called “black boxes” are used for decision making.  

Another option would be to reveal certain information about the logic of algorithm 

because many parts of AI decision making process could not considered as intellectual property 

right or trade secret. As Nicholas Diakopoulos have argued, that information regarding human 

involvement, quality of data, including its accuracy, completeness and uncertainty, to some limit 

the model, including the input, features or variables that are used in algorithm and etc could be 

made available without infringing on propriatory rights
239

. However, companies of course will 

be afraid to release any information regarding the model, as even if individual parts of algorithm 

might not be an important part, there is always a probability that somebody from competitive 

companies could piece this information together and thus learn more about competitor’s AI 

system
240

.  

More radical fix to the problems would be to lower the intellectual property rights and 

trade secrets standard for AI systems. This would allow mounting a better challenge against the 

companies using AI and would create better “name and shame” mechanism
241

 against unfair 

practices or manipulation of the market.  

All in all, in this authors opinion transparency requirement for AI rises a lot of issues 

and uncertainties as the nature of AI is inherently not transparent. Furthermore, there is a big risk 

of creating a chilling effect for the development of Al
242

. The best strategy according to this 

author would be to ensure the transparency and fairness of the AI technology by using the advice 

of Association for the Advancement of Artificial Intelligence: “it is critical that one should be 

able to prove, test, measure and validate the reliability, performance, safety and ethical 

compliance  – both logically and statistically/probabilistically  – of such RAI
243

 systems before 

they are deployed.”
244

. One of the ways to do so would to test trained model for unfair 
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discrimination against a number of discrimination testing datasets and AI’s, or by assessing the 

actual outcomes of the machine learning process to prove that they comply with the lawfulness, 

fairness and transparency requirements
245

. So if regulators and companies could work together 

through testing and ex ante checking on AI capabilities, this could potentially ensure 

transparency, fairness and lawfulness of any AI system. 

 

3.1.2. Purpose Limitation 

 

In essence, purpose limitation principle ensures that processing of data is conducted for 

only specified purpose. However, this principle in many cases clashes with the trends in AI and 

more broadly Big Data industries. Generally, AI systems and Big Data analytics are based on the 

idea of limitless retention and collection of all data, the N=all
246

. Therefore, in this section, 

purpose limitation principle will be analyzed with regards to AI and Big Data.  

To better evaluate purpose limitation principle, this section will be divided into several 

parts: 1) legal aspects of purpose limitation principle, 2) arguments for and against having this 

principle in the age of AI and Big Data, 3) issues and challenges of the relationship between Big 

Data and AI and 4) solutions, which could be adopted to solve those issues and challenges. 

To start with, purpose limitation principle states that, personal data shall be collected for 

specified, explicit and legitimate purposes and not further processed in a manner that is 

incompatible with those purposes
247

. In order to determine if the additional processing is 

compatible with the original purpose, several factors must be assessed. These factors include:  

  

 the relationship between the purposes for which the data have been collected and 

the purposes of further processing; 

 the context in which the data were collected and the reasonable expectations of the 

data subjects as to their further use; 

 the nature of the data; 

 the impact of the further processing on the data subjects;  

 the safeguards applied by the controller to ensure fair processing and to prevent any 

undue impact on the data subjects.
248
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Purpose limitation is and was one of the fundamental principals of EU data protection 

regime for quite a long time. It was already included into Data Protection Directive
249

. 

Furthermore, purpose limitation concept is enshrined into EU Charter of Fundamental Rights as 

Article 8(2) reads: “Such data must be processed fairly for specified purposes and on the basis of 

the consent of the person concerned or some other legitimate basis laid down by law.” Therefore, 

it can be clearly seen, that purpose limitation principle was supposed to be in GDPR, otherwise it 

could have created a lot of legal uncertainty and clashes with other important EU legislation.  

Even though as it will be later shown in this Master Thesis, that purpose limitation 

principle clashes with development of AI and Big Data environment, some legitimate rationale 

could be find in applying this principal in the age of AI and Big Data.    

First of all, Article 29 Working Party in their opinion on purpose limitation stated, that 

the purpose limitation principle is necessary in preserving trust and legal certainty because then 

the data subject shares it’s personal information, he or she has a legitimate expectation about the 

purposes for which the data will be used
250

. Therefore, such a principle promotes trust in data 

analytic environment as well as competition
251

, as purpose limitation principle weakens data 

companies monopoly on the market and allow smaller companies or start-ups to compete in the 

free market environment.  

Secondly, purpose limitation principle allows data subjects to exercise at least some 

amount of control over their own personal data. Therefore, when they share their data with the 

data controller, they know, that data controller will not use the personal data for whatever 

purpose they want but only for the purpose the data subject consented to. Thus ensuring that 

power over personal data stays with the data subject all the time.  

However, Tal Z. Zarsky believes
252

, that both of these arguments for purpose limitation 

are not beyond debate and have some issues in the age of AI and Big Data, therefore they must 

be carefully scrutinized and evaluated.  

First of all, it could be said, that in this technological age, where we share our personal 

information on multiple digital public forums without even reading terms and services, data 

subjects objectively surrendered control over their own personal data. For example, Jonathan 

Obar and Anne Oeldorf-Hirsch, created a new social network NameDrop, which terms of 

services stated, that the user agrees to give their first born child to NameDrop. Only quarter of 
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new users read the terms of services
253

 and even fewer of them noticed the strange clause. 

Furthermore, Eurobarometer survey on personal data showed, that 31% of EU citizens feel, that 

they have no control over their personal data online, while 50% more believed they only have 

partial control
254

. Therefore, it could be said, that people on the internet know that they have 

little control over their personal data and are not generally concerned with protecting their own 

privacy rights and information, if they get something beneficial in return like using social media. 

Secondly, other options could be used to promote trust and competition in data markets 

and environment. For example, closely monitoring and tracking data usage by companies, rather 

than blocking analyses ex ante.
255

 It could be also argued, that sometimes purpose limitation 

principle could even act to the contrary of promoting competition and disincentives start-ups to 

compete with big Big Data companies. Start-ups could lose the ability to compete in secondary 

data markets and to use it as a foundation to enter new areas of business
256

. This is because 

purpose limitation principle guarantees that only the Big Data monopolies that already have an 

established base of clients, can eventually receive proper authorization from the data subjects to 

proceed with the data analysis because those data subjects are already clients of the monopoly 

and want to continue using their services
257

. 

All in all, in order to understand how to improve purpose limitation principle or whether 

this principle is even necessary to apply for AI technology in the age of Big Data, the author 

needs to look and analyze the issues, that this principle create for AI technology. 

First of all, it must be stated, that purpose limitation principle is clearly at odds with the 

way Big Data analyses are conducted
258

. In today’s world, AI analytical capabilities are applied 

to evaluate huge data sets and this analysis is very different from how scientific method was used 

in the past. If usual scientific method begins with a question or hypothesis, then the collection of 

relevant information in order to answer the question or prove the hypothesis right or wrong, then 

the Big Data analysis is very different. In Big Data analyses, the data is being collected and 
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stored all the time, thus research questions or hypothesis do not have to shape or limit data 

collection at all
259

. More data for AI means more chances and ways to find hidden correlations 

between sets of data, which were not imagined before gathering the data. Therefore, compared to 

scientific method this Big Data process is upside down.  

As Viktor Mayer Schonberger and Kenneth Cukier argues, today with so much data 

around and more to come, hypothesis are no longer crucial for correlational analysis
260

. 

Therefore, it could be said, that hypothesis and search for causality are no longer important given 

the insights that can be derived from correlations found in Big Data
261

. For example, Google’s 

mathematical models have identified 45 search terms most associated with historical flu data
262

. 

The resulting systems of Google Flu Trends has became very precise in matching the historical 

surveillance data collected by the USA Centers for Disease Control
263

. Thus, the company can 

predict flu outbreaks by simply identifying correlations, much in the same way that Amazon’s 

algorithms can predict that you might like a product based on it’s analysis of your shopping data 

without caring why
264

. Therefore, a serious discussion must be held by regulators to determine 

whether this change in processing is more beneficial than strict purpose limitation principle. 

The second problem arises in regards to aforementioned analysis of Big Data process. 

The Big Data analyses involve methods and usage patterns which neither the data controller who 

collects the data nor the data subject even imagined before it started. Therefore, Big Data 

companies, in order to comply with purpose limitation requirements, will have to notify data 

subjects about what kind of processing they will engage in the future and closely monitor AI 

systems to abide by this principle, and not exceed what the GDPR permits them to do. Carrying 

out any of these tasks might prove costly, difficult or even impossible
265

. Thus, purpose 

limitation principle could have a chilling effect on Big Data industry and AI technologies 

development in Europe. GDPR should strive to promote data subjects data protection rights 

without infringing on the development of the industry.  

Even if companies try to circumvent this limitation by stating a rather broad and vague 

purpose for the future processing of personal data, it would not help them as such practice would 

be considered against the law and illegitimate. Purpose limitation principle states that any 
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purpose must be specific and explicit, therefore vague purpose would be seen as infringing upon 

the GDPR and not legitimate
266

.  

However, there is a some sort of solution to this problem. If one reads the purpose 

limitation text in the GDPR carefully, one could see that the phrase “and not further processed in 

manner that is incompatible with those purposes”
267

. This means, that even if further processing 

goes beyond the original purpose, it still could be in accordance to the obligations of GDPR as 

further processing is allowed if it is compatible with the purposes of original processing.  

When assessing compatibility of Big Data processing, Article 29 Working Party stated, 

that the aforementioned factors should be considered: 1) the relationship between the purposes 

for which the data have been collected and the purposes of further processing, 2) the context in 

which the data were collected and the reasonable expectations of the data subjects as to their 

further use, 3) the nature of the data and the impact of the further processing on the data subjects, 

4) the safeguards applied by the controller to ensure fair processing and to prevent any undue 

impact on the data subjects
268

. These factors are determined in Article 6(4) of GDPR and they 

state what safeguards could be used to establish compatibility in regards to purpose limitation 

principle. However, as it will be later seen, they are not easy to follow for companies, which use 

Big Data analysis and AI systems.  

Let’s consider some of these factors as examples. First of all, data controller must 

consider the context in which personal data was collected
269

. However, such safeguard is hard to 

be followed in Big Data world as AI systems collects and analyzes data in different and distant 

contexts. Secondly, data controller must consider the nature of personal data
270

, but this is 

difficult to do as nature of data is constantly in flux when applying Big Data measures and thus 

not easy to determine
271

. Lastly, data controller must consider pseudonymisation
272

. This 

suggestion also creates some challenges for the Big Data companies, as this measure could really 

hurt the quality of the data and without identifiable features the results of Big Data analysis 

could become much less precise, efficient and accurate, thus hurting all the Big Data industry in 

the process as consumers would not trust industry, which is not efficient. Each of these 

safeguards are difficult to execute, somewhat complex and could hurt the precision of AI 

systems. For example, Article 29 Working Party clearly states, that when the processing involves 

health data, further processing for different purposes is strictly limited and the data controller 
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must define clear compatible and legitimate purposes of the data processing
273

. However, in 

order for AI to be efficient in medical fields it needs as much information about medical history 

of as many people as possible.  

Furthermore, the Article 29 Working Party identified two scenarios associated with 

further using of personal data for analytics and determined relevant safeguards associated with 

these scenarios. First scenario: the organizations processing the data want to detect trends and 

correlations in the information. Second one, the organizations are interested in individuals
274

.   

In case of first scenario, data controller would need to guarantee confidentiality and 

security of data. Furthermore, he would need to take all necessary technical and organizational 

measures to ensure functional separation.
275

 Functional separation “<...> means that data used 

for statistical purposes or other research purposes should not be available to 'support measures 

or decisions' that are taken with regard to the individual data subjects concerned (unless 

specifically authorized by the individuals concerned).”
276

 Therefore, in the first scenario, 

security, confidentiality and functional separation would be the key for ensuring compatibility of 

further processing with purpose limitation principle. However, a lot of AI processing is 

associated with making decisions or is being used as recommendations for decisions. 

In case of second scenario, when organization wants to analyse or predict behaviour, 

attitudes or personal preferences consent would be the key to ensure compatibility. Free, specific, 

informed and unambiguous “opt-in” consent would almost always be required and most 

importantly, consent should be required, for different types of processing like for tracking and 

profiling for purposes of behavioural advertisement, direct marketing, data-brokering, 

location-based advertising or tracking-based digital market research
277

. As we already discussed 

in lawfulness section, to obtain specific and informed consent is almost impossible in the age of 

AI. 

In any case, if Big Data company would further process personal data for statistical 

purposes, such purpose would satisfy compatibility requirement and will be in accordance to 

Article 5(1)(b) of GDPR. However, appropriate safeguards in accordance with Article 89(1) of 

GDPR must still be applied even if Big Data company wishes to use statistical purpose exception. 

Article 89(1) of GDPR states, that: “safeguards shall ensure that technical and organisational 

measures are in place in particular in order to ensure respect for the principle of data 
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minimisation. Those measures may include pseudonymisation provided that those purposes can 

be fulfilled in that manner. Where those purposes can be fulfilled by further processing which 

does not permit or no longer permits the identification of data subjects, those purposes shall be 

fulfilled in that manner.”  

Despite all of these challenges according to Tal Z. Zarsky greatest challenge to relying 

on statistical purpose exception could be found in Recital 162
278

. Recital 162 determines, that 

“The statistical purpose implies that the result of processing for statistical purposes is not 

personal data, but aggregate data, and that this result or the personal data are not used in 

support of measures or decisions regarding any particular natural person”. Because substantial 

portions of Big Data processes are directly impacting individuals and providing them specific 

treatment or are supporting decision making, whether it would be for direct marketing or for 

other reasons, statistical purposes exception would not apply to these Big Data companies. 

Therefore, purpose limitation principle would still apply in all of its powers. 

In any case, some solutions could be considered to help ease the pain of regulation to 

Big Data and AI industry. First of all, fairness test could be considered with regards to data 

subjects expectations.
279

 This would help ensure, that purpose limitation principle do not hurt 

the development and efficiency of the Big Data and AI industry. However, this process would be 

very subjective and hard to technologically adopt as it would require complex testing systems.  

Second of all, purpose limitation principle could be adopted narrowly, however, this 

would really hurt this principle’s application to other industries and might lower protection and 

control of personal data. Therefore, there would be a need for a new AI specific regulation to 

help adopt this narrow application. However, even with this new regulation, the narrow 

application of purpose limitation principle could be incompatible with other EU legal documents.   

All in all, purpose limitation principle could potentially limit the precision, efficiency 

and effectiveness of AI industry, as AI needs a lot of data to learn and provide good analysis. 

The regulators need to reevaluate this principle and to determine what scope and how it will be 

applied in the age of AI and Big Data.  

 

3.1.3. Data Minimization 

 

Data minimization is very important and fundamental principal of data protection law 

inside the EU and is used as an example for other countries who want to protect their citizen’s 

data from broad processing. However, this principle also clashes with AI technology in the age 
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of Big Data and thus must be carefully scrutinized to reveal challenges and problems associated 

with this principle.  

Therefore, in this section the author will determine what is data minimization principle, 

what elements it includes, arguments for and against data minimization principle in the age of AI, 

what kind of challenges and problems are associated with this principle and lastly, the author 

will try to determine possible solutions or some recommendations in order to limit the impact of 

data minimization principle to AI development in EU.  

Article 5(1)(c) of GDPR determines, that personal data shall be adequate, relevant and 

limited to what is necessary in relation to the purposes for which they are processed. In short, 

this principle is called data minimization principle and it is designed to limit the overreach of 

companies who want access personal data of EU citizens.  

Compared to purpose limitation principle, the data minimization principle is not 

enshrined in EU Charter of Fundamental Right, thus giving regulators much greater autonomy to 

define what we consider data minimization and to determine the edges of this principle. This 

leniency will be taken into account then considering recommendations.  

Even though data minimization principle is not mentioned in EU Charter of 

Fundamental Rights it was an important part of Data Protection Directive. Article 6(1)(c) of Data 

Protection Directive stated, that personal data must be: “adequate, relevant and not excessive in 

relation to the purposes for which they are collected and/or further processed”. This provision is 

quite different from the one in GDPR. The main difference is that Data Protection Directive have 

a phrase “not excessive in relation” rather than “limited to what is necessary in relation”. Detlev 

Gabel and Tim Hickman argues, that this change expanded the reach of data minimization 

principle as the language used in GDPR allows and requests more scrutiny over how the data 

controller is handling personal information
280

.  

As Tal Z. Zarsky explains this principle pertains several dimensions: it relates to the 

scope and categories of data initially collected, and it also refers to the limited duration during 

while personal data may be retained and the requirement that such data be deleted after it 

intended use
281

. 

European Data Protection Supervisor reaffirms such dimensions and states, that data 

controller must retain the data only for as long as is necessary to fulfill that purpose. In other 

words, data controllers should collect only the personal data they really need, and should keep it 
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only for as long as they need it
282

. The limited retention principle is very important in EU case 

law and it was upheld numerous amounts of time, including in the famous Digital Rights Ireland 

v. Minister for Communications, Marine and Natural Resources and Others and Kärntner 

Landesregierung and Others
283

.  

The underlining rationale for the data minimization principle was what data subject will 

get more control over their personal data. And it is indeed the case as the data controller due to 

this principle will have only limited uses over personal data and for a not very long period of 

time. Thus the data controller will have fewer chances to overreach and misuse personal data.  

Furthermore, limited retention of data also insures that data subject’s data has less 

chances of being hacked or stolen. If companies would retain personal data for unlimited periods 

of times and for any purpose they want, this would increase the possibility of data subject’s 

personal data being stolen or hacked by either internal personnel or external sources. This is 

especially troubling if these companies are allowed to amass huge amounts of personal data in 

one place. This could hurt data subjects very badly. For example, recently there was a huge 

scandal over massive data breach of USA citizen’s personal data. Consumer credit reporting 

agency Equifax was hit with a massive hacking attack. Hackers potentially got access to 

sensitive information of 143 million USA citizens. The information included medical histories, 

bank accounts and employee accounts
284

. This scandal proves that it is not safe to amass a lot of 

personal data in one place for unlimited period of time.  

However, this argument for data minimization principle has its drawbacks. First of all, it 

could be argued, that data controllers in many cases do not have sufficient incentives to have top 

notch cyber security in place for protecting personal data if they only retain small amounts of 

data for a short period of time. Providing such regulatory incentives by allowing companies to 

retain more data could increase the security of data and ensure data subjects that sufficient 

mechanisms are in place to protect their personal data against hacking attempts. Secondly, 

another mechanism is already in place to minimize the risk of security of personal data - ex post 

enforcement. This means that if data controller’s systems are breached, when the data controller 
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have to announce the breach without undue delay
285

 and will face harsh penalties and fines, 

which should theoretically send signal to other data controllers - comply or you will get 

punished.  

Starting with problems and challenges, it could be argued, that Big Data companies 

must retain data for as long as possible because of the nature of AI systems and future prospects. 

First of all, it will help them provide much more efficient and fairer process, if they have vast 

amounts of data to feed learning algorithms. The more data AI system has the better and more 

precise the processing of data is. Secondly, in the future retained data could be useful for 

analyses with much better and smarter AI. Therefore, if the company disposes that data, the 

society would lose the possible knowledge, that could be extracted from that data in the future. 

Third of all, huge amounts of personal data today could help teach complex AI how to be better 

in vital parts of society. For example, helping AI to solve judicial disputes
286

 and becoming 

better doctor to determine what kind of disease a person have
287

. By not retaining this data we 

might be setting back years of developing such efficient systems in various fields. 

Talking about the clash between data minimization principle and Big Data, it must be 

noted, that complying with the principle of data minimization, even at the time of the processing 

itself, could be quite problematic because the effectiveness of any machine learning algorithms is 

dependent on the access to big amount of data
288

. As already we discussed in the first chapter of 

this Master Thesis, context awareness is very important factor of any AI as AI can only be as 

efficient and smart as the access of information about its surroundings. Therefore, it could be 

said that data minimization principle directly clashes with potential awareness of any AI system.  

Dimitra Kamarinou, Christopher Millard, and Jatinder Singh takes this idea even further 

and states, that as the algorithm is tasked with finding patterns within data and specifically for 

profiling purposes to assess data subjects based on such profiles, providing the algorithm with 

more data about data subjects could lead to clearer and more representative picture of him
289

. 

However, now data controller will only try to collect the personal data, which is necessary for 

specific purpose and retain such data only for a short period of time. This could lead to situation 
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where data controller will try to avoid penalties and fines by sacrificing better representation of 

data subject and possibly better decision making process. 

Lastly, the author will provide so recommendations or solutions to the aforementioned 

problems in order to help ease regulatory burden on AI technology and industry.  

First of all, some exceptions in the GDPR could be used to avoid full effect of data 

minimization principle. For example, pseudonymization, as determined in Article 25 of GDPR, 

could be considered. However, this option has its drawbacks, as Big Data need identifiable 

information to be efficient and make better decisions. If AI has a lot of identifiable data, this 

would help to ensure quality of data and allow AI to aggregate different datasets and use them to 

provide better decisions. 

Secondly, data minimization principle could be applied narrowly. This could happens if 

new AI specific regulation would be adopted as it would be very difficult to apply data 

minimization principle differently to separate industries through GDPR. 

All in all, GDPR data minimization principle clearly clashes with AI in the Big Data era. 

However, this principle is essential in ensuring, that the rights of data subjects are respected and 

that the data subject has at least some control over his personal data. Maybe good solution would 

be to interpret the data minimization principle narrowly, when considering the use of AI 

technology, as this technology’s benefits could be enormous for society and EU citizens in the 

future.    

 

3.1.4. Processing of Special Categories of Personal Data 

 

In this section, the author will discuss special categories of Personal Data and their 

compatibility with AI technology. Special categories of personal data creates a strict regime for 

processing this type of personal data, however the stricter regime might be damaging to the 

benefits that the AI systems could bring to society. Therefore, this section will be designed to 

evaluate such a claim and will be divided into several parts: 1) the scope of special categories of 

personal data, 2) the issues associated with these categories and AI systems and 3) possible 

solutions.  

To start with, Article 9(1) of GDPR determines, that “Processing of personal data 

revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade 

union membership, and the processing of genetic data, biometric data for the purpose of 

uniquely identifying a natural person, data concerning health or data concerning a natural 

person's sex life or sexual orientation shall be prohibited”. Article 29 Working Party further 

provides, that if data are considered as health data, but mistakenly treated as “ordinary” personal 
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data, there is a risk that the high level of protection deemed necessary by the European legislator 

is undermined
290

. 

Even thought, Article 9(1) of GDPR prohibits processing of special categories of 

personal data, the Article 9(2) of GDPR provides some exceptions to this rule in situations where: 

1) there is a consent from data subject, however this consent in some cases is not absolute, 2) 

processing is necessary for carrying out obligations or exercising specific rights in the field of 

employment and social security, 3) processing is necessary to protect the vital interests of the 

data subject or of another natural person where the data subject is physically or legally incapable 

of giving consent, 4) processing is carried out by a foundation, association or any other 

not-for-profit body with a political, philosophical, religious or trade union aim, 5) processing 

relates to personal data which are manifestly made public by the data subject, 6) processing for 

legal reasons or then courts are acting in judicial capacity, 7) substantial public interest, 8) for 

some specific medical reasons, 9) for reasons of public interest in the area of public health, 10) 

processing is necessary for archiving purposes in the public interest, scientific or historical 

research purposes or statistical purposes. These reasons are very specific and much stricter than 

was seen in other principles such as data minimization or purpose limitation. Most of these 

exceptions are based on necessity, where there is an absolute need to help individual for, for 

example, medical reasons. 

Compared to Data Protection Directive, GDPR introduced several additional types of 

special categories, such as genetic data, biometric data and data relating to sexual orientation. 

Justification for special categories rule is that the special categories determined in 

Article 9 of GDPR are something that most of the people would consider as very private 

information. Therefore, leaking such information or collecting this kind of information would 

affect data subject very negatively and could potentially harm the person the most. Additionally, 

due to technological and digital advances in medical technology, GDPR took a right step and 

included medical information into special categories, because in the current era medical 

information are more and more digitized and used for Big Data analysis.
291

 

The first problem arises because, as stated previously, the less information and data the 

AI system has, the less efficient it will be and slower it will learn. Improving AI systems is 

especially important in field of medical science and patient care. World Health Organization 

reports, that medical errors and healthcare related adverse events occur in 8% to 12% of 
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hospitalizations
292

. This is a very high number, which AI systems could help to substantially 

reduce if it would have a lot of personal data to improve upon. 

Secondly, it must be noted, that special categories term is a slippery slope. AI 

capabilities to find patterns and correlations that seem unrelated are unparalleled. For example, 

Antoinette Rouvroy states, that it is possible, using a supermarket shopping database, to 

determine a person’s current and future health status with a degree of accuracy comparable to 

that of a medical examination
293

. These profiles could be used to determine data subject’s 

probability to get such diseases as diabetes, cancer, smoke related cancer, heart diseases, 

depression and etc.
294

. These abilities of algorithms could potentially infringe data subject’s 

rights and violate Article 9 of GDPR.  

AI can effortlessly shift from normal personal data to special categories of personal data. 

Therefore, to protect special categories of personal regulators would need real time analysis of 

what kind of data company, more precisely AI system, is processing. Therefore, the need to 

distinguish between the processing of normal and special categories of personal data encumbers 

AI processes that might inadvertently shift from one category to another, every one of which 

requires the application of a different set of legal rules
295

. The regulators need to ensure, that 

companies do not obtain or use such a data, however it is not clear whether GDPR establishes a 

sufficient mechanism to do that.  

What is more, Big Data analyses could undermine the distinction between personal data 

and special categories of personal data. As Big Data analyses could quickly cross the lines 

between these two categories without an effort, the whole notion of special protection for this 

kind of personal data could become pointless. This ability of AI could create one of two 

consequences: 1) GDPR rules are imposed strictly and companies’ ability to analyze in the age 

of Big Data would be impeded because the whole processing process will have to be controlled 

very strictly or 2) the rules are somewhat loosened, but in this case the whole notion of special 

categories becomes sort of obsolete.   

Furthermore, Antoinette Rouvroy argues, that the Big Data age has given substantially 

different challenge of protecting from discrimination
296

. In the previous years, discrimination 

was happening because of intent of some agent or company, however today in the age of Big 
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Data more and more discrimination happens because of data analyses mistakes and does not 

necessary involve intent
297

. Furthermore, practice of establishing discriminatory factors and 

intent are most of time unpredictable and not very stable, as the effect of discrimination might 

grow gradually because of analysis is compounded over time
298

. Therefore, there is the need to 

approach this problem differently than using old fashion methods and determining different 

types of categories of personal data. The focus should be on testing the AI systems before and 

their deployment because real time control of AI systems to see what kind of personal data they 

are processing is enormous regulatory burden on both companies and regulators alike. 

Additional problem, which must be considered, is cost of having special categories in 

the age of Big Data. First of all, both regulators and courts will need to weigh in, when and if the 

Big Data companies processed data, which must be considered as special categories of personal 

data
299

. Regulators will need to use complex mechanisms and hire additional staff, which 

understands how AI systems operate, therefore regulation will become very expensive. 

Furthermore, small Big Data companies will have fewer chances two compete in such a regulator 

environment. This because of three reasons: 1) small Big Data companies will have to hire costly 

legal services in order to determine what kind of personal data they are processing and whether 

they are processing this type of personal data according to the law, 2) big Big Data companies 

can survive one or two fines if they engage in unlawful conduct, the thing that small Big Data 

companies cannot do, 3) if legal uncertainty continues to exist, startups will think twice to do 

their business in Big Data industry because of probability of breaking the law and having to pay 

substantial amount of fines.  

Tal Z. Zarsky also believes that protection for special categories of personal data might 

be diluted. He states, that “If almost all data might fall under the "special" category, the signal 

and message this regulatory framework provides regarding the higher level of privacy due to 

special categories is subsequently diluted”
300

. It is certainly could be the case if the AI systems 

would start to process data, which seemingly do not fall into the special categories of personal 

data but ends up finding patterns and correlations which falls into special categories of personal 

data or comes up with results, which were reached by taking special categories of personal data 

into consideration. 

Obvious solution to issues associated with the special categories of personal data would 

be to erase such a provision. Some authors already argue that this distinction between types of 

personal data is no longer meaningful, as it is more and more unclear whether data are sensitive 
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and the focus should be on whether the use of such data is sensitive.
301

 It is indeed the case as 

given the practical needs this type of data will be process more often in the future. However, 

such a solution could be misused by Big Data companies and they could obtain a lot of sensitive 

information about individuals. This potentially could be used to manipulate individuals or 

consumers into satisfying the needs of big corporations.     

All in all, in the opinion of the author of this Master Thesis, regulators must evaluate 

and determine the impact of Big Data and AI to the GDPR rules and decide whether keeping the 

term special categories of personal data is still a necessity in today’s society.  

 

3.2. Right to Notification and Access   

 

Right to notification and right to access forms an important part of data protection 

framework in EU. It ensures that data subject at any point of personal data gathering and 

processing knows what is happening and can exercise his rights effectively. Even though the 

author already discussed in some form these two rights when analyzing the fundamental 

principles, it is still necessary to delve deeper into them and determine how those rights could be 

effectively exercised in the era of AI and Big Data. Therefore, in this subchapter the author will 

determine what is the scopes of these rights, what possible problems could these rights create in 

the era of AI and Big Data and lastly, some possible solutions to solve the problems of these 

rights.  

To start with the right to notification and right to access are determined and mentioned 

in three separate articles of GDPR: Article 13 (Information to be provided where personal data 

are collected from the data subject), Article 14 (Information to be provided where personal data 

have not been obtained from the data subject) and Article 15 (Right of access by the data 

subject).  

These articles determine very similar rule as to the information that must be provided to 

the data subject. The one major difference is that Article 13 and 14 of GDPR determines, what 

information data controller must provide to data subject in order to ensure fair and transparent 

processing, and Article 15 of GDPR determines, the right to access information. All of these 

article determine, that data subject must be provided with information about: “the existence of 

automated decision-making, including profiling, referred to in Article 22(1) and (4) and, at least 

in those cases, meaningful information about the logic involved, as well as the significance and 
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the envisaged consequences of such processing for the data subject”
302

 So the two major aspects 

of these provisions are that the data controller must provide meaningful information about the 

logic involved and significance and the envisaged consequences of processing.  

Article 29 Working Party noted, that Article 13 and 14 of GDPR must be used to ensure, 

that the fact, that the processing is for the purposes of both (a) profiling and (b) making a 

decision based on the generated profile, must be made clear to the data subject.
303

 Article 29 

Working Party also explains, the elements of Article 13 and 14 of GDPR: 1) meaningful 

information about the logic involved and 2) significant and envisaged consequences
304

.  

Meaningful information about the logic involved means, that data controller must find 

ways to explain the process in simple and understandable ways to the data subject about the 

rationale or criteria used to come up with the decision. Furthermore, the data controller do not 

have to provide full explanation of his algorithms, as it could be protected by intellectual 

property rights or it could be considered as a trade secret. All in all, information must be 

sufficiently comprehensible to the data subject as to how the machine reached one decision or 

another
305

. 

Talking about significant and envisaged consequences in light of Article 13 and Article 

14 of GDPR, Article 29 Working Party states, that data subject must be provided with 

information about intended and future processing and how the automated decision-making might 

affect the data subject
306

. Analogically, paragraph 75 of Draft Explanatory Report on the 

modernized version of Council of Europe Convention 108 states, that: “Data subjects should be 

entitled to know the reasoning underlying the processing of their data, including the 

consequences of such a reasoning, which led to any resulting conclusions, in particular in cases 

involving the use of algorithms for automated-decision making including profiling”
307

. The 

significant and envisaged consequences must be presented in such a way, that examples of real 

effect must be shown to the data subject.  

In regards to Article 15 of GDPR, the Article 29 Working Party mentions, that the data 

controller must make available the data used as input to create the profile as well as access to 
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information on the profile and details of which segments the data subject has been placed into
308

. 

The controller should provide the data subject with general information (notably, on factors 

taken into account for the decision-making process, and on their respective “weight” on an 

aggregate level), which is also useful for him or her to challenge the decision
309

. The controller 

should at the time of the start of Article 15 of GDPR obligations have already been given data 

subject information about existence of automated decision making, meaningful information 

about the logic involved and significant and envisaged consequences of such processing
310

. 

Furthermore, Article 15 of GDPR establishes a so called two step framework. In first 

step data subject must be presented with the information about whether his personal data is 

processed and in second step, if his/her personal data is being processed, the data controller must 

present the data subject with information about what kind of data is being used and information 

about envisaged consequences. This framework is created in order for the data subject to ensure 

that processing of his personal information is lawful and fair. 

Legal scholars, like Sandra Wachter, Brent Mittelstadt and Luciano Floridi, separate the 

content of these rights into two categories: 

  

 System functionality - the logic, significance, envisaged consequences and general 

functionality of an automated decision making system. This information includes but is not 

limited to decision trees, predefined models, criteria and classification structures. 

 Specific decisions - the rationale, reasons, and individual circumstances of a 

specific automated decision.
311

 

 

Also, the same authors establish another category on how these rights, determined in 

Articles 13, 14 and 15 of GDPR, could be usefully separated: 

 

 An ex ante explanation - explanation before an automated decision making took 

place. This explanation can only address system functionality, as specific decision has not been 

yet made. 

 An ex post explanation - explanation after the automated decision making took 

place. This explanation can include explanation about the system’s functionality and reasons 

behind specific decision
312

. 
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These categories will be used throughout this subchapter, as they clearly and efficiently 

delineate the differences between the two separate arguments as to regards the scope, that Article 

13, 14 and 15 of GDPR might have.   

Turning to the scope of the Article 13, 14 and 15 of GDPR, it is important to know what 

the legal limits of these rights are and more importantly, whether these articles determine an 

obligation upon data controller to provide explanations about rationale behind specific decisions. 

The supposed right would force data controllers to explain how AI system reached its decisions. 

The problem is that automated systems can have many unintended and unexpected effects
313

. 

However, this author doubts the existence of a right of explanation regarding automated 

individual decision made about a person.  

First of all, the main argument of the proponents of the idea that these three articles 

create an obligation for the data controller to explain the decision reached to the data subject is 

the Recital 71. Recital 71 reads: “In any case, such processing should be subject to suitable 

safeguards, which should include specific information to the data subject and the right to obtain 

human intervention, to express his or her point of view, to obtain an explanation of the decision 

reached after such assessment and to challenge the decision.” Compared to Articles 13, 14, 15 

and 22 of GDPR, Recital 71 further determines, that data subject has a right to obtain an 

explanation of the decision reached after such assessment however such a sentence is clearly 

missing from articles in the GDPR.  

It is important to mention, that recitals by themself do not create a legally binding 

obligation to follow but rather provides guidance on how to interpret the articles
314

. Recitals have 

no positive powers and thus cannot create legitimate expectations
315

. While recitals may cast 

light on interpretation of the legal rule, however it cannot be the rule themselves
316

. Because 

there is no ambiguity in Article 13, 14, 15 or 22 of GDPR, one cannot say, that Recital 71 creates 

any obligation to explain the decision reached by automated decision making process. 
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Historical analysis also supports this idea, because there was a proposition to include the 

right to obtain an explanation of the decision reached after such assessment
317

. However, such an 

inclusion was dropped. The European Parliament’s preferred text included the right to obtain an 

explanation of the decision reached after such assessment and thus such safeguard would have 

been part of Article 22 of GDPR, which would be legally binding
318

. Clearly, this shows the 

intention of legislators not to include such a right into final text of GDPR. 

What is more, Article 29 Working Party stated, that “the controller should provide the 

data subject with information about the envisaged consequences of the processing, rather than an 

explanation of a particular decision”
319

. This means there is no right of explanation for decision 

already made by automated decision making process.   

Furthermore, previous Data Protection Directive also did not provide this right. Data 

subjects were entitled to receive additional information about the system functionality of an 

automated decision making system, but very little or no information about the criteria or rationale 

of a specific decision
320

. The European Commission report in 2010 also reflects this, noting that 

the language used in the Data Protection Directive reflects a very narrow scope of applicability for 

the right of access due to a number of exceptions and limiting or overriding interests
321

. This 

shows, that even from previous legislation, it is clear, that law makers did not intend to create a 

right to explanation for specific decision. 

However, there is a legitimate argument that companies should explain how they reached 

a decision. This argument is associated with the right to contest decisions
322

. Without an 

explanation of how did the AI reached its decision, it would be very hard or nearly impossible for 

the data subject to object decisions in courts because data subject would not have any evidence or 

decision itself. This directly would clash with the right to fair trial and effective remedy, 

determined in Article 47 EU Charter of Fundamental Rights and Articles 6 and 13 of European 

Convention of Human Rights.  

All in all, in this authors opinion because the language in the Article 13, 14 and 15 of 

GDPR do not determine the right to receive explanation about specific decision and because the 

law makers scrapped such suggestion from the official text and only left it in Recital 71, it would 

be logical to believe, that the GDPR does not determine the right to receive explanation about 
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specific decisions. The following paragraphs will reflect this logic and will not take this right into 

consideration.  

Talking about problems associated with notification and access duties determined in 

Article 13, 14 and 15 of GDPR, it is important to mentioned, that notification duties have a lot of 

loopholes, which could be and are misused in the era of AI and Big Data. First of all, it is not clear 

whether the loophole, through which automated processes that merely produce evidence for 

decision making, rather than actually making decisions, and thus are not subject to the right of 

access
323

, have been fixed. For example, if AI comes with some evidence about person’s 

creditworthiness and human makes a decision, are the notification duties still apply.  

Secondly, the notification duties are limited by the data controllers right to protect his 

intellectual property and trade secrets. Recital 47 of GDPR states, that these rights should be 

protected. Recital 61 of GDPR goes even further and determines: “That right should not adversely 

affect the rights or freedoms of others, including trade secrets or intellectual property and in 

particular the copyright protecting the software. However, the result of those considerations 

should not be a refusal to provide all information to the data subject.” Most of the AI software, 

which companies uses are protected by intellectual property and are not shared with anybody, 

therefore data subjects right to information could be very limited and if one goes even further his 

right to object would be basically useless. The important thing to note here is that Recital 63 only 

states that data controller must not deny all the data, which is not very protective of data subjects 

rights. 

Thirdly, the notion of solely made is very vague and could potentially rise a lot of issues. 

As Lee Bygrave noted decisions made by humans but coming from automated data processing 

operation the result of which is not actively assessed by either that person or other persons before 

being formalized as a decision, would not fall under the scope of automated decision making.
324

 

How the notion of solely will be interpreted in the future is not very clear.  

In this regard, Article 29 Working Party stated, that solely automated decision making is 

the ability to make decisions by technological means without human involvement
325

. In any case, 

data controller is not allowed to pretend, that there is a human involvement. For example, if a 

person just applies decisions made by machines, it will not count as human interference and all the 

relevant articles to automated decision making process would still apply. Furthermore, to qualify 

as human involvement, the data controller must ensure that any oversight of the decision is 

meaningful rather than token gesture
326

 and the oversight should be conducted by someone who 
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has the authority and competence to change the decision made by machine
327

. However, many 

companies could have such a person, who can change the decisions, but what happens if he/she 

only applies recommendations made by AI and how to control such a misuse. Note, that there is a 

psychological phenomenon called “automation bias”, where person, who makes decisions, either 

over rely or under rely on the recommendations provided by the AI
328

. It is not clear how this 

human involvement would be controlled and regulated. Despite these explanations by Article 29 

Working Party, the notion of solely made remains quite vague and could potentially create lot of 

problems and generate legal uncertainty, especially in the era of Big Data and AI.  

Some solutions to the aforementioned problems should be considered whether as an 

amendment of GDPR or by explanation of existing provisions by Article 29 Working Party. This is 

very important as the companies which operate in Big Data age and have AI systems must be 

certain of what the law requires from them. If the law requires explanation of specific decision, the 

companies must try to change their AI infrastructure and ensure that AI is indeed explainable, that 

is to say, build explainable AI. Without legal certainty these companies might bear heavy fines or 

forego severe and costly changes to their AI systems. Furthermore, it could stifle the growth of AI 

and Big Data industries as the startups or new companies would not be so eager to go to this field 

of industry and compete due to legal uncertainty. Therefore, in the following paragraphs below the 

author will try to provide at least some recommendations or solutions as to how the 

aforementioned problems could be solved. 

First of all, law makers should decide and end the debate whether right of explanation of 

individual decisions made by automated decision making process exist or not. Including this right 

into Article 13, 14, 15 or 22 of GDPR would be one way to go. Another way would be for Article 

29 Working Party to state, that such a right does not exist. Recital 71 is really confusing when read 

with Article 13, 14, 15 and 22 of GDPR, and thus creates legal uncertainty, which is never good 

thing for data controllers, data subjects and regulators alike. One more way, would be to allow 

Member States to implement the law on top of the GDPR that requires an explanation of specific 

decisions, that is to say provide stricter rules. Furthermore, precise and clear requirements should 

be developed to determine what exact information data controller must provide to the data subject 

if right to explanation of specific decision indeed exists. 

Second of all, meaning of meaningful information about the logic should be explained. 

For example, the text in the Article 15(1)(h) of GDPR is quite vague and should be clarified even 

more. Language should be added to clarify that Article 15 of GDPR is intended either as a 

counterweight to Articles 13 and 14 of GDPR, and thus provides a limited right to be informed 
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about the existence of automated decision making as well as system functionality, or as a right to 

explanation of specific decisions
329

. 

Third of all, some clarification should be made as to what constitutes decisions that are 

solely made by automated decision making process. This notion of solely is not very clear in 

practice. Article 29 Working Party explanations is this case does not help as it needs more 

guidance and practical examples for data controllers to follow. The legal loophole by which if a 

human at least at any stage of processing interferes into automated process means, that process is 

not based solely on automated decision making, should be closed
330

. One solution to this problem 

would be change the notion “solely” to “predominantly or solely”, and determine what is 

considered predominantly by providing specific examples. 

Fourth of all, Sandra Wachter, Brent Mittelstadt and Luciano Floridi offers an interesting 

solution to limitation of intellectual property rights and trade secret. These legal scholars suggest 

that an external auditing mechanism for automated decision making should be introduced, or 

internal auditing requirements for data controllers must be set
331

. Any right of notification could be 

severely limited by trade secrets and intellectual property rights, therefore there is a need to ensure 

the protection of data subject rights and personal data without infringing upon data controllers 

intellectual property rights or trade secrets.  

Another option would be a third party evaluation. The third party could be provided with 

explanations about individual decisions and ensure that the process was fair. In this case, there is 

an oversight over data controller and also protection of data subject’s privacy. This job could be 

given to Member State supervisory authorities, to European level supervisor or to completely new 

agency in EU. They could inspect AI systems before they are deployed in the markets and after 

they are started to be used.    

All in all, some authors have noted, that GDPR appears to give strong protection against 

automated decision making but the protections may prove ineffectual. Therefore, the rules 

regarding notification and access must be clarified and more guidance must be issued. 

  

3.3. Automated individual decision making 

 

Lastly, we turn to Article 22 of GDPR. This article determines the data subject’s right 

not to be subjected to a decision, which is based solely on automated processing, including 

profiling, which produces legal effects concerning data subject or similarly affects data subject. 
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In this subchapter, we will discuss the scope of this right, problems associated with it and 

solutions or recommendations how to solve the problems.  

Analysis of this article is very important as AI and Big Data technologies gets better and 

more efficient, already surpassing human counterparts in many regards. Article 29 Working 

Party concedes, that profiling and automated decision making can be useful for individuals and 

companies, as it increases efficiency and saves resources
332

. Many legal scholars also note, that 

indeed in some cases, it might be more beneficial for a data subject if a final decision is based on 

automated decision making process
333

.  

Article 22 of GDPR is not an innovative provision, because similar provision already 

existed in Data Protection Directive
334

. However, this provision was mainly overlooked because 

of perceived non-significance and lack of potential against algorithm opacity
335

. Furthermore, 

this rule was rarely applied, and in many Member States was in fact a dead letter
336

. 

Some Member States have indeed limited Article 12 of Data Protection Directive. For 

example, a court ruling in Germany limited the rights of Article 12(a) of Data Protection 

Directive by allowing companies not to disclose information about automated processes because 

of protection of trade secrets
337

. This is indeed troubling as this right could be dead on arrival, as 

companies could quickly limit its applicability by using loopholes, such as limited human 

intervention into automated decision making process or by using courts to protect their trade 

secrets or intellectual property rights.  

All in all, it could be stated, that Article 12 of Data Protection Directive did not dealt 

with AI systems efficiently and did not address the opacity of AI systems, therefore it is 

important to determine what the scope of Article 22 of GDPR holds in this regard. 

Article 29 Working Party establishes, that the term right in Article 22(1) of GDPR does 

not mean that Article 22(1) of GDPR applies only when actively invoked by data subject
338

. This 

means that Article 22(1) of GDPR determines a general prohibition, which makes this provision 

a passive one and therefore the data subject does not need to invoke it in order for it to apply. 

What is more, consent requirement in Article 22(2)(a) of GDPR further highlights that Article 
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22(1) of GDPR is a prohibition and a passive right. This clarification is welcomed one, as some 

authors suggested that text of Article 22(1) of GDPR is not very clear
339

.  

The one major argument for prohibition of automated decision making, including 

profiling, is that profiling can boost existing stereotypes and social segregation, as data subjects 

could be denied certain services or this could lead to inaccurate predictions.  

However, there are some counter arguments to this position. The regulators should 

supervise the building of AI and test them, if they are indeed fair and transparent before they hit 

the markets, rather than prohibiting them in all cases. In this way, AI’s benefits would be 

maximized while protection would be still in place. Furthermore, such an oversight by regulators 

could allow avoiding biases, discrimination and unfairness more efficiently. However, it is not 

clear whether the GDPR could be used to create such a mechanism.  

All in all, these arguments could be understood as deeper distrust for machines, AI and 

computerized systems
340

 without sufficient evidence, which is not a good way to base the laws 

upon such a premise. 

The first problem which arises when trying to determine what constitutes legal effects 

or similarly significant effects determined in Article 22(1) of GDPR. In order for an automated 

decision to have some sort of legal effects it must change or affect legal status of a person, 

however in some cases data subject does not have any legal right and therefore his status is not 

changed. For example, being denied an interview or credit by automated decision making 

process would not constitute as a change to data subjects legal status as he have no right to 

interview or credit.
341

 Article 29 Working Party provides some clarifications to this confusion 

by stating, that significant effects could be such practices as automatic refusal of an online credit 

application or e-recruiting practices without any human intervention
342

. Furthermore, they 

determine that decisions that affect someone’s financial circumstances, such as their eligibility to 

credit or decision, that deny someone an employment opportunity could potentially fall within 

significance category
343

. Despite this explanation, practically it will be hard for data subject to 

defend this right. The data subject will have to prove, that, for example, that denying him 

interview, counts as decision, falls within the category of significant effect and in the end he/she 

will have to prove, that this processing affects his/her significantly
344

.  
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Furthermore, Tal Z Zarsky notes, that there are several clashes between Article 22 of 

GDPR and Big Data developments. First of all, prohibiting automated analysis obviously 

undermines many of the Big Data benefits, such as efficiency and the development of AI 

technology. Second of all, even if one exception to the prohibition on automated decision 

making is met, the specific provisions which call for human response to the machines' decisions 

are still required and to meet these obligations, Big Data and AI processes must be conducted in 

a manner that would assure they are interpretable to humans, so they can be explained to the 

inquiring individual and constantly meeting an interpretability requirement could make those 

people who design the systems to sacrifice system's precision and efficiency for ability to deliver 

explanation to humans
345

. Third of all, allowing human interference would further encumber the 

automated process and slow down the innovative technologies they bring about
346

.  

This could be indeed the case as the prohibition to the automated decision making 

processes in itself is stating, that automated decision making systems are to be distrusted, even 

though their potential to be much more efficient and fairer than humans could be is undeniable. 

It is important to remember, that if data controller infringe upon the right of data 

subjects, the Article 83(5)(b) of GDPR would apply and data controller would be subjected to 

“to administrative fines up to 20 000 000 EUR, or in the case of an undertaking, up to 4 % of the 

total worldwide annual turnover of the preceding financial year, whichever is higher”. These 

fines are significant and quite high. Therefore, the law must be very clear and without any legal 

uncertainty or possible loopholes.  

Furthermore, in the face of potential penalties of this magnitude and considering the 

complexities of AI system, data controllers may be reluctant to use the technology for automated 

decision making in certain situations
347

. However, there could be some benefits to this situation, 

as the data controller would insist to any service providers in a AI supply chain, that contract 

between them must contain specific provisions including safeguards and compatibility 

requirements and obligations laid down in the GDPR. 

Another problem, which regulators must consider is the effectiveness of Article 22 of 

GDPR. Many authors called Article 15 of Data Protection Directive rarely enforced, poorly 

understood and easily circumvented
348

. Article 22 of GDPR did not change significantly, 
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therefore there is a legitimate risk, that Article 22 of GDPR will also become ineffective and just 

a blank statement. 

One solution to aforementioned problem regarding the notion significant would be to 

clarify and provide further guidance with practical examples. As it stand now the term is very 

vague and practical examples provided by Article 29 Working Party only touches on 

hypothetical situations which could fall within this category. Furthermore, the problem in 

regards to proving the significant effects by data subjects, who has very limited insight into the 

system, requires more guidance and further development. 

Another solution would be for Member States to take action and lead the debate by 

providing inquiries or by offering future improvements. One example of such an initiative is 

UK’s House of Commons’ Science and Technology Committee’s inquiry on “algorithms in 

decision-making,”
349

 which gathered expert opinion and developed suggestions in regards to 

seeking accountability and transparency in algorithmic decision making. This inquiry identified 

relevant difficulties associated with transparency, mechanisms for supervision and contemplated 

about how to make decisions explainable. This kind of initiative is a good example on how 

Member States could lead the debate about the scope, limits and better oversight mechanism in 

the age of Big Data and AI. Too bad, UK is leaving the EU. 

All in all, prohibition of automated decision making is not a welcomed provision, as it 

directly clashes with AI systems, which are design to improve decision making in various 

irreplaceable fields such as medicine and finance. The regulators must determine and reevaluate 

whether Article 22 of GDPR still represent the needs of society or is it just a barrier for a better, 

more fairer society. 
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CONCLUSIONS 

 

This Master Thesis was based on the hypothesis, that GDPR is not a proper regulation 

for protecting data privacy in the age of AI. The author strongly believes, that the 

aforementioned hypothesis was confirmed due to the following reasons below. 

 

1. First of all, it is important to mention, that GDPR is not suitable for regulating AI because 

GDPR in no shape or form address or even mentions the terms AI or even Big Data. This is 

troubling as AI in the era of Big Data poses new challenges, which were stipulated in third 

chapter of this Master Thesis. Any good regulation should address the issues associated with this 

massive technology. This lack of addressing violates the first criteria of good regulation - 

necessity, as it was very clear from the third chapter of this Master Thesis, that AI systems 

creates a lot of issues in regards data privacy and is somewhat incompatible with the GDPR, 

therefore requires provisions dedicated to it. Obviously, the AI technology is wide spread and 

influential, therefore it needs to be regulated in order to ensure maximum benefits for society and 

highest possible protection of data privacy. The lack of response from the EU regulators could 

create a situation, which would correspond to Collingridge dilemma - the industry will be so 

wide spread, that it would be very hard to regulate. The necessity criteria is also not satisfied by 

the inclusion of prohibition of automated in individual decision making. This provision was 

clearly not effective in Data Protection Directive and there is no clear evidence, that the same 

will not happen to Article 22 of GDPR. Furthermore, the need for such a provision is highly 

doubtful.  

 

2. Secondly, the GDPR text creates a lot of legal uncertainty for AI industry and AI 

development. This situation violates another criteria for good regulation - legal certainty. There 

is a lack of clarity and loopholes surrounding the terms like “solely” and “significant”. Therefore, 

there is a need to clarify these terms and provide some guidance. Furthermore, the consent clause 

also rises a lot of uncertainty. The data subject must provide an informed and specific consent for 

processing, however neither GDPR nor Article 29 Working Party determine how such a consent 

could be achieved against opacity and unexplainability surrounding AI technology.  

 

3. Thirdly, many rights and obligation determined in the GDPR, go against the development 

trends of AI technology and in many cases against the nature of AI technology. This potentially 

could stifle the growth of AI industry and thus would be contrary to the growth criteria necessary 

for good regulation. AI systems learn by experience and constant updates, thus are hardly 
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understood even by their developers. What is more, AI systems work best if it has a lot of data to 

learn from and make efficient decisions. These characteristics of AI are contrary to purpose 

limitation and data minimization principles. Furthermore, unexplainability of many AI systems is 

not compatible with transparency principle. However, these clashes are not addressed in the 

GDPR and only slightly touched by Article 29 Working Party.  

 

4. Fourth of all, the regulators around Europe and around the world still lack the capabilities of 

regulating AI systems. Any good regulation works only if the regulators who will execute the 

regulation, knows the intrinsic parts of the technology they are regulating. However, as 

established in this Master Thesis, the regulators are not ready or able to regulate this industry and 

majority of knowledge of AI industry is in the hands of several big corporations, which protect 

this information through intellectual property rights or trade secrets. Furthermore, there is no 

specific agency or institution in EU, that would deal with the AI technology. Therefore, the 

capability criteria for good regulation is not met in regards to GDPR. However, this situation 

could be fixed as regulators need to either hire more people who understand the industry or gain 

knowledge about the industry by consulting with major companies or with academic world.   

 

5. Fifth of all, as the rules stands now, the AI industry will have to adopt very expensive 

measures to comply with the GDPR rules or change their infrastructure, or even AI designs. This 

is not very good for industry, which is developing. The flexibility criteria for good regulation 

determines, that the regulation must be as such that companies or people could use least 

expensive and burdensome measures to comply. The GDPR clearly is not in compliance with 

this criteria. 

 

6. Sixth of all, the effectiveness and durability of GDPR could also be questioned. There is no 

AI specific regulation, however there are calls for such regulation. Therefore, steps have already 

been taking in EU to adopt, for example European Civil Law Rules on Robotics, which would 

have provisions on data privacy, thus some provisions of GDPR could be soon replaced or 

modified by AI specific regulation. 

 

7. All in all, it could be stated, that GDPR have issues when it comes to regulating privacy in 

regards to AI technology. However, despite of these issues, the author believes, that with proper 

solutions these problems could be addressed and possible negative affects would be mitigated or 

completely vanish.      
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RECOMMENDATIONS 

 

The author feels, that is necessary for the critique mentioned above and throughout this 

Master Thesis not to be without any constructive elements. Therefore, the author in the following 

paragraphs will formulate some possible fixes to the problems of GDPR in the age of intelligent 

machines.  

First of all, new agency dedicated to regulating AI and data privacy must be established. 

This agency would have several functions in regards to AI technology. To start with, this agency 

would conduct ex ante testing of AI systems to ensure, that these systems are fair and without 

flaws before they are deployed in marketplaces. This could be done by developing AI testing AI 

or by running this soon-to-be-deployed AI through testing software or databases. After this 

procedure, the agency could have one of two powers: 1) it could deny the deployment of 

unsatisfactory AI systems to markets until they satisfy the requirements set by this agency or 2) 

it could provide certifications, meaning that if AI system is good enough it will be certified and 

thus enjoy limited liability, not certified AI systems would face strict liability. Second function, 

that this agency could have is testing the AI systems once they are deployed in the markets every 

certain period of time, for example every 3 years. This testing would be done secretly without 

companies knowing, that testing is taking place, so as to avoid situation similar with Volkswagen 

scandal. What is more, this agency would act as hub for sharing knowledge between companies, 

EU and academic fields to prepare regulators and citizens for development of AI or gain more 

knowledge about the AI technology. Lastly, this agency would be a supervisor in a sense, that it 

could look into AI systems, which are protected by intellectual property rights or trade secrets, to 

determine their compatibility with the rule of law or to check the complaints made by data 

subjects. Having this agency would ensure much more knowledgeable and more efficient 

protection of data privacy in EU and could act as example for other countries around the world. 

Second of all, the author believes, that another regulation must be adopted for regulating 

data privacy in the age of AI. This regulation do not have to replace GDPR but it could act as 

specific regulation, which means, that GDPR would act as general regulation and new regulation 

would be special regulation in terms of GDPR. Therefore, if the new regulation would set certain 

rules, these rules would have to be followed despite of GDPR, however if there would be no 

rules set by new regulation, in that case the general rules in GDPR would apply. This new 

regulation will have to determine the AI definition (which very hard task to accomplish), decide 

on the scope of purpose limitation, data minimization and transparency principles, provide data 

privacy rules in regards to AI, so to ensure fairness, ensure, that there is an independent body, 
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who can check the complaints of citizens and determine if they are valid and etc. This regulation 

would take into account the nature of AI technology and how data privacy rules could be set 

without stifling the growth of AI industry.  

Another possible solution for transparency would be oblige companies to create so 

called explainable AI’s. These AI models would be able to generate criteria, which were used for 

reaching decisions and would provide such explanations in understandable manner. However, 

this recommendation have it’s drawback, which regulators must evaluate. First of all, companies 

will need to change their infrastructure and AI designs to comply with this obligation, therefore 

it will be costly. Secondly, many of small AI companies would not be able from purely financial 

standpoint to implement this recommendation and therefore they would be forced out of the 

markets. 

Lastly, if none of these recommendations would be adopted the regulators should 

consider changing or scraping the Article 22 of GDPR as it could negatively affect consumers 

and industry alike. Many of the arguments for this move was already discussed in the Master 

Thesis, however two of them bear of repeating. First of all, consumers in many industries could 

pay the price. As the Article 22 allows citizens not to be subjected to automated decision making, 

the people who choose not to be subjected to such processing would increase price for everybody 

because there will be a need for human processing and separate infrastructure. This would drive 

up the prices in such industries as insurance. Secondly, the negative connotations of Article 22  

of GDPR proclaims, that automated decision making is some bad practice, which should be 

avoided. In the opinion of this author, the best solution would be to apply this Article 22 of 

GDPR only to marketing industry because it is most privacy intrusive and manipulating.     

All in all, these are the possible solutions for fixing several issues, that GDPR have in 

regards to AI. Regulators should evaluate each one of them and determine, which of these would 

yield the best outcome for protecting privacy in the age of AI. 
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ABSTRACT 

The Master Thesis analyse artificial intelligence technology and its compatibility with 

the General Data Protection Regulation. This analysis is performed by evaluating relevant to 

artificial intelligence articles of General Data Protection Regulation in order to determine 

whtether they effectively regulate artificial intelligence and whether they could potentially stifle 

the growth of artificial intelligence industry. The evaluation of relevant articles is based on the 

criteria for determining what kind of regulation could be considered as a good regulation. 

The evaluation of the articles shows, that many articles do not properly take into 

account or even address the nature artificial intelligence technology and its impact to data 

privacy. Therefore it is concluded, that General Data Protection Regulation is not properly equip 

to handle challenges posed by artificial intelligence technology and thus there is a need for new 

artificial intelligence specific regulation.  

 

 

Keywords: General Data Protection Regulation, artificial intelligence, data privacy, 

good regulation. 

 

Magistriniame darbe analizuojamas dirbtinio intelekto suderimamumas su Bendruoju 

duomenų apsaugos reglamentu. Ši analizė atliekama įvertinant kiekvieną aktualų dirbtinio 

intelekto technologijai Bendrojo duomenų apsaugos reglamento straipsnį, siekiant nustatyti ar 

atskiras staipsnis efektyviai reglamentuoja dirbtinį intelektą ir ar atskiras straipsnis netrukdo 

dirbtinio intelekto industrijos augimui. Toks vertinimas yra paremtas kriterijais, skirtais įvertinti 

ar bet kokio pobūdžio reglamentas yra geras reglamentas.  

Įvertinimo rezultatai rodo, kad daug straipsnių netinkamai reglamentuoja ar net 

neįvertina dirbtinio intelekto technologijos ir jos įtakos duomenų apsaugai. Remdamasis šiais 

rezultatais autorius daro išvadą, kad Bendrasis duomenų apsaugos reglamentas nėra tinkamas 

reglamentas įveikti dirbtinio intelekto technologijos keliamus iššūkius, todėl autorius 

rekomenduoja sukurti naują reglamentą, skirtą reglamentuoti dirbtinį intelektinį. 

 

Ranktažodžiai:  Bendrasis duomenų apsaugos reglamentas, dirbtinis intelektas, 

duomenų apsauga, tinkamas reglamentas.    
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SUMMARY  

 

The purpose of this Master Thesis is to evaluate compatibility between artificial 

intelligence technology and General Data Protection Regulation in order to determine whether 

General Data Protection Regulation is a proper and effective regulation in the age of intelligent 

machines.  

The Master Thesis consists of three chapters. The first chapter attempts to define the 

artificial intelligence and its components, the so called artificial intelligence symphony. It is 

concluded, that there is no universal definition for artificial intelligence, let alone a proper 

working definition for legal research. Furthermore, the first chapter also analyses the historical 

developments of artificial intelligence technology and current legal documents, which are 

regulating or designed to include regulation of AI. The analysis of legal documents shows, that 

there are no artificial intelligence specific laws in all major countries around the world and 

artificial intelligence is mostly regulated by general laws.  

The second chapter tries to examine how to effectively regulate data privacy in the age 

of artificial intelligence. This examination is done by identifying the criteria for determining 

what could be considered as a good regulation in general and analysing the possible challenges 

that regulators would possibly face when regulating artificial intelligence. The author concludes, 

that the nature of artificial intelligence and its industry’s growth must be taken into account in 

order to avoid any negative effects regulation might have on this technology and its growth. 

The third chapter is designed to analyse the most comprehensive data protection 

regulation in the world – General Data Protection Regulation – and whether it will effectively 

regulate the artificial intelligence technology and its industry in Europe. The author takes every 

relevant article of GDPR and tries to determine possible challenges or problems, that could arise 

when dealing with artificial intelligence technology, and tries to provide possible solutions or 

recommendation on how to solve them.  

All in all, the Master Thesis determines that General Data Protection Regulation is not 

the proper data protection regulation to deal with artificial intelligence and thus there is a need 

for artificial intelligence specific regulation in Europe.    
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SANTRAUKA 
 

Šio magistrinio darbo tikslas yra nustatyti dirbtinio intelekto technologijos 

suderinamumą su Bendruoju duomenų apsaugos reglamentu, siekiant nustatyti ar Bendrasis 

duomenų apsaugos reglamentas yra tinkamas ir efektyvus reglamentas protingų mašinų amžiuje.  

Magistrinis darbas yra padalintas į tris dalis. Pirmojoje dalyje bandoma apibrėžti kas yra 

dirbtinis intelektas ir nustatyti jo komponentus, vadinamąją dirbtinio intelekto simfoniją.  

Autorius daro išvadą, kad nėra nei universalios, nei tinkamos darbinės dirbtinio intlekto sąvokos. 

Taip pat, pirmojoje dalyje analizuojama dirbtinio intelekto technologijos istorija ir šiuo metu 

egzistuojantys teisiniai dokumentai, kurie yra skirti reglamentuoti dirbtinio intelekto technologiją 

ar kurių reglamentavimo apimtis apima dirbtinio intelekto technologiją. Ši analizė rodo, kad 

didžiosios pasaulio valstybės neturi reglamentų, skirtų išimtinai reglamentuoti dirbtinį intelektą, 

todėl dirbtinis intelektas yra reguliuojamas per bendrojo pobūdžio įstatymus. 

Antrojoje dalyje nagrinėjama, kaip efektyviai regulamentuoti duomenų apsaugą 

dirbtinio intelekto eroje. Šis nagrinėjamas atliekamas identifikuojant kriterijus, skirtus įvertinti ar 

bet kokio pobūdžio reglamentas gali būti laikomas geru reglamentu, ir analizuojant galimus 

iššūkius, su kuriais reguliuotojai susidurs bandydami reglamentuoti dirbtinį intelektą. Autorius 

daro išvadą, kad dirbtinio intelekto technologijos pobūdis ir dirbtinio intelekto industrijos 

augimas turi būti tinkamai įvertinti reglamentuojant dirbtinį intelektą, siekiant išvengti neigiamų 

pasekmių šiai technologijai ir jos vystymuisi. 

Trečioji dalis yra skirta analizuoti patį išsamiausią duomenų apsaugo reglamentą 

pasaulyje – Bendrąjį duomenų apsaugos reglamentą - ir nustatyti ar šis reglamentas tinkamai 

reglamentuos dirbtinio intelekto technologiją ir industriją Europoje. Autorius įvertina kiekvieną 

su dirbtinio intelekto technologija susijusi Bendrojo duomenų apsaugos reglamento straipsnį ir 

stengiasi nustatyti galimus iššūkius ar problemas, kurios galėtų kilti reglamentuojant šią 

technologiją, bei autorius pateikia galimus sprendimus ar rekomendacijas, kaip įveikti minėtas 

problemas ir iššūkius. 

Apibendrinant, daroma išvada, kad Bendrasis duomenų apsaugos reglamentas nėra 

tinkamas duomenų apsaugos reglamentas reglamentuoti dirbtinio intelekto technologiją ir todėl 

yra reikalinga sukurti naują reglamentą, skirtą išskirtinai reglamentuoti dirbtinio intelekto 

technologiją Europoje. 
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