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Abstract. The study aims to examine the content moderation guidelines of major social media platforms and assess how these platforms 

communicate their moderation practices through official blog posts. A comparative analysis of Instagram, Facebook, TikTok, Snapchat, 

LinkedIn and X (formerly Twitter) revealed that while platforms share common moderation goals—such as prohibiting hate speech, 

misinformation, and harmful content—there are notable differences in the emphasis of these issues in public communications. Blog 

posts, used as self-representation tools, often focus on specific platform priorities, such as privacy or community protection, which may 

not always align with the full scope of the guidelines. For example, while misinformation is a formal concern across platforms, it is not 

always as prominently featured in public messaging. These findings highlight a gap between formal content moderation policies and 

how platforms publicly communicate their enforcement efforts. 
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1. Introduction  

 

The rapid rise of social media platforms has transformed communication and content-sharing dynamics within 

society (Wang et al., 2023). This transformation has presented new challenges for platforms, especially 

regarding harmful content such as misinformation. As platforms evolve, they face increased scrutiny to control 

the dissemination of harmful content through implementing content moderation systems (Keulenaar et al., 

2023). These systems are formalized through community guidelines and policies aimed at regulating the flow 

of information (Singhal et al., 2023). However, while platforms outline strict guidelines, enforcement often falls 

short, allowing harmful content to persist (Gruzd et al., 2023; Arya et al., 2024; Shen et al., 2024). Content 

moderation systems can be broken down into distinct phases. Common (2020) outlines these as the creation of 

policies, the enforcement of these policies through detection and decision-making, and finally, the response to 

violations. This study will primarily focus on the creation phase—understanding the formal guidelines 
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established by major social media platforms and evaluating how they communicate these moderation strategies 

through public channels, such as blog posts. 

 

Existing research highlights inconsistencies in how platforms moderate content and define guidelines (Singhal 

et al., 2023). While certain abusive content, such as hate speech and misinformation, is prohibited across 

platforms, there is no uniform approach to what constitutes a violation or how platforms address it. Furthermore, 

prior research focuses primarily on enforcement strategies (Myers West, 2018), discourse analysis (Gillespie, 

2010) and labour involved in moderation (Roberts, 2016). However, there remains a need for a more 

comprehensive understanding of the formal content moderation guidelines and how they are communicated to 

users.  

 

This study aims to address this gap by analyzing the content moderation guidelines of major social media 

platforms and examining the alignment between these formal policies and the communication of moderation 

practices through official blog posts. 

 

Objectives of the research: 

• To provide a comprehensive literature review on existing research regarding content moderation guidelines 

across social media platforms. 

• To conduct an empirical comparison of the official blog posts of Instagram, Facebook, TikTok, Snapchat, 

LinkedIn, and X (formerly Twitter) with their stated content moderation guidelines. 

• To identify gaps between the platform content moderation policies and their public communication via 

official blogposts.  
 

2. Literature review  

 

Content moderation on social media platforms such as Facebook, Instagram, TikTok, Snapchat and X (formerly 

Twitter) has become a crucial research topic due to the complexity of managing harmful content. Despite 

significant investments in content moderation technologies, platforms continue to face a variety of challenges. 

Gongane et al. (2022) highlight that these investments are often insufficient, as malicious content remains 

widespread. Platforms face difficulties detecting and moderating malicious content effectively, with content 

moderation models unable to handle the diversity and complexity of information across multiple modalities. 

This often leads to failures in detecting toxic content (Wang et al., 2023). Compounding the issue is the sheer 

volume of content generated daily, which makes it nearly impossible for human moderators or algorithms to 

catch everything. Udupa et al. (2023) and Liu et al. (2022) emphasize the scale of this challenge, pointing out 

that platforms are also pressured to balance user satisfaction and monetization, which can dilute their focus on 

moderation.  

AI-driven content moderation systems have emerged as a popular solution for platforms, yet these systems are 

far from foolproof. Wang et al. (2023) and Valentine and Dupont (2022) argue that, while AI has the potential 

to process large amounts of data quickly, it still struggles to understand the nuances of human language and 

context, particularly when identifying hate speech or misinformation. These systems often fail to differentiate 

between harmful and benign content, leading to either over-enforcement or under-enforcement. Additionally, 

algorithmic biases within moderation tools pose another significant problem. Peterson-Salahuddin (2024) 

discusses how these biases can disproportionately affect marginalized groups, leading to further alienation of 

already vulnerable communities. Platforms have been criticized for silencing marginalized voices while failing 

to curb harmful content effectively, suggesting that the algorithms in place are not as effective as they could be 

(Haimson et al., 2021). 

Each social media platform has developed its approach to content moderation, leading to platform-specific 

challenges and strategies. For instance, Keulenaar et al. (2023) focus on X, showing how its use of modulated 

moderation aims to create a crisis-resistant speech architecture. This strategy allows flexible content 

management during high-pressure situations, such as political elections or public health crises. However, these 

strategies often come under scrutiny, particularly when moderation efforts fail to curb the spread of harmful 

content in real time. TikTok faces unique challenges in moderating its predominantly video-based content. 
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Lookingbill and Le (2024) highlight how TikTok sometimes marginalizes user-generated content in an attempt 

to maintain community standards. Yet users have found ways to circumvent moderation algorithms by changing 

keywords or inventing new slang to bypass restrictions, as discussed by Steen et al. (2023). In addition to 

technological and platform-specific challenges, the ethical implications of content moderation have become a 

prominent issue in recent research. Franco et al. (2023) emphasize that content moderation systems, while 

essential, can have unintended consequences on user engagement, particularly when they disproportionately 

affect fragile and marginalized users.  

 

3. Research methodology  

 

This research utilized a comparative analysis to evaluate major social media platforms' content moderation 

guidelines and practices (Ragin, 1987; Bennett & George, 2005). Data was collected from official blog posts of 

Instagram, Facebook, TikTok, Snapchat, LinkedIn, and X (formerly Twitter), covering the period from 2018 to 

2024 (with X data extending up to 2022). Comparative analysis enhances decision accuracy and helps generate 

broader social theories from specific case studies (Przeworski & Teune, 1970). This approach facilitates a deeper 

understanding of misinformation management and platform accountability. To identify patterns and 

discrepancies, the study analyzed both content moderation guidelines and blog posts, focusing on themes related 

to misinformation and harmful content. AntConc, a freeware corpus analysis toolkit, was employed to mine text 

and identify key themes in blog communications. As blogs serve as a self-representation tool, their analysis 

offers valuable insights into how platforms publicly discuss and highlight their moderation practices (Gilpin, 

2010; Buckley & Schafer, 2022), revealing not only enforcement practices but also evolving platform priorities. 

Case selection 

The selection of top social media platforms was based on their global popularity and user engagement, which 

are crucial factors for assessing the effectiveness of content moderation guidelines. The platforms chosen—

Instagram, Facebook, TikTok, Snapchat, LinkedIn, and X (formerly Twitter)—represent a broad spectrum of 

target audiences and content types, allowing for a comprehensive analysis of diverse moderation practices. The 

selected platforms rank among the highest in terms of daily active users, global reach and content volume (Data 

Reportal, 2024). The platforms cater to different demographics, from professional networks (LinkedIn) to 

youth-oriented platforms (TikTok), ensuring that the analysis covers a wide range of moderation challenges. 

Data collection 

Data was gathered from two primary sources: content moderation guidelines and official blog posts on 

Instagram, Facebook, TikTok, Snapchat, LinkedIn, and X (formerly Twitter). The current guidelines were 

scraped from the internet, with guideline lengths varying from 3,000 to 10,000 characters depending on the 

platform. These guidelines were collected and categorized by themes such as misinformation, hate speech, 

privacy, and harassment. Additionally, official blog posts published by Instagram 

(https://about.instagram.com/blog/), Facebook (https://about.fb.com/news/), TikTok 

(https://newsroom.tiktok.com/en-us), Snapchat (https://newsroom.snap.com/safety-and-impact), LinkedIn 

(https://www.linkedin.com/blog/member) and X (https://blog.x.com/en_us) between 2018 and 2024 were 

collected, with X posts analyzed up to 2022. Tech company blogs primarily serve to communicate new policy 

decisions or initiatives, particularly those aimed at addressing harmful behaviours on their platforms. While the 

content varies, these blogs typically explain the rationale behind policy changes and emphasize the platforms' 

efforts to enhance user safety and counteract malicious activities (Watkin & Conway, 2022). All posts were 

manually reviewed, and only those relevant to the study’s focus on content moderation practices were selected. 

The blog posts were organized into a spreadsheet, documenting the social network, blog title, publication date, 

URL, and the full text of each relevant post. In total, 917 blog posts were analyzed, with the quantity of posts 

per platform shown in Table 1 below. 
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Table 1. The quantity of analyzed posts 

Social network Analyzed period Relevant blog posts 

Instagram 2018-2024 41 

Facebook 2018-2024 541 

TikTok 2018-2024 126 

Snapchat 2018-2024 112 

LinkedIn 2018-2024 28 

X (previous Twitter) 2018-2022 69 

Total:  917 

 
Data analysis 

First, the data collected on moderation guidelines and blogposts were analyzed using a qualitative approach 

through Nvivo, a tool designed for managing and analyzing qualitative data. A bottom-up approach was 

employed, where inductive codes were created and then grouped into broader themes. Two coders 

independently coded the data, and their outputs were compared. Discrepancies were resolved by consensus, 

ensuring consistency in coding. Following the thematic analysis, a quantitative comparison of blog posts and 

guidelines was carried out, where the frequency of key themes—such as safe usage, community protection, and 

privacy—was counted and compared across platforms. To further analyze blog post content, the AntConc 

(https://www.laurenceanthony.net/software/antconc/) tool was used to create wordlists and identify keywords, 

allowing for the analysis of the context in which key terms were used. This process helped to refine the thematic 

findings and ensured comprehensive coverage of the moderation topics. 

 

Limitations 

Any interpretative techniques in qualitative analysis can introduce subjectivity, even with efforts to mitigate 

bias through coder comparison. The reliance on official blog posts and public guidelines may not fully reflect 

real-world enforcement practices, as platforms may curate their communication. Additionally, the focus on data 

from 2018-2024 limits the scope, potentially overlooking longer-term trends or recent developments in content 

moderation strategies. 

 

5. Findings  

Results of content moderation guidelines analysis 

The summary of the key themes in content moderation guidelines across social media platforms is provided in 

Table 2. The analysis highlights that the core moderation policies are largely consistent across Instagram, 

Facebook, TikTok, Snapchat, LinkedIn and X (formerly Twitter) despite differences in platform focus and user 

demographics. The platforms in the sample universally prohibit hate speech, which is defined as content 

promoting violence or discrimination based on personal characteristics such as race, gender, religion, ethnicity, 

sexual orientation or disabilities. Similarly, all platforms enforce strict rules against bullying, harassment, and 

threats, ensuring a safer online environment. 
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Table 2. Findings of moderation guidelines analysis 

What is not allowed according to content 

moderation guidelines 

Social networks 

Instagram Facebook Snapchat LinkedIn TikTok X (Twitter) 

Harmful content and new types of abuse 

related to COVID-19 
x      

Hate speech x x x x x x 

Coordination of harm x x x  x  

Bullying and harassment x x x x x x 

Misinformation x  x x x x 

Nudity x x x  x  

Artificially collecting likes, followers, or 

shares, posting repetitive comments or 

content, or repeatedly contacting people for 

commercial purposes without their consent. 

x x  x x x 

Impersonate others x x  x x x 

Support or praise terrorism, organized crime, 

or hate groups. 
x x x x x x 

Offering sexual services, buying or selling 

firearms, alcohol, and tobacco products, drugs 
x x x x x x 

Sharing sexual content involving minors or 

threatening to post intimate images of others. 
x x x x x x 

Serious threats of harm to public and 

personal safety.  
x x x x  x 

Encouraging or urging people to embrace self-

injury, suicide. 
x x   x x 

Intense, graphic violence in videos. x x  x x x 

Human Exploitation  x x    

Privacy Violations  x    x 

Attempts to gather sensitive user information 

or engage in unauthorized access 
 x x x  x 

Violation of Intellectual Property  x   x x 

Share harmful or shocking material    x   

Grooming behaviours     x  

Civic Integrity      x 

Third-party advertising in video content      x 

 

A significant emphasis is placed on protecting minors, with all platforms adopting a zero-tolerance policy 

toward child exploitation, including child sexual abuse, grooming, and other harmful activities related to minors. 

Furthermore, there are clear prohibitions on the sharing of explicit sexual content, particularly non-consensual 

nudity and child sexual abuse material. In terms of violence, each platform bans content that incites violence or 

encourages self-harm or suicide. Support for terrorism, hate groups, and organized crime is strictly forbidden 

across the board. Lastly, user privacy is a critical concern, with platforms prohibiting sharing personal data 

without consent and cracking down on privacy violations. 

Despite these common policies, each platform demonstrates its unique priorities depending on its user base and 

content focus. While there is a shared commitment to addressing major issues such as hate speech, violence, 

harassment, and child safety, the scope and focus of content moderation vary significantly according to the 

nature of each platform. For example, Instagram and TikTok emphasize visual content moderation. Instagram 

has strict rules concerning graphic violence, nudity, and harmful visual trends, as evidenced by their guideline: 

“Post only your own photos and videos and always follow the law. Respect everyone on Instagram, don’t spam 

people or post nudity” (Instagram, September 2024). Similarly, TikTok applies strong moderation to prevent 

harmful visual trends, stating: “To minimize the potentially negative impact of graphic content, we may first 

include safety measures such as an ‘opt-in’ screen or warning” (TikTok, September 2024). This is particularly 

important on TikTok, given its large younger audience and its focus on short, viral video content. 
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On the other hand, LinkedIn emphasizes the importance of maintaining a professional environment, which 

shapes its approach to content moderation. Its guidelines disallow content that deviates from work-related or 

ethical standards, promoting a professional and respectful space: “Only bring safe conversations to LinkedIn. 

We allow broad conversations about the world of work, but just keep it professional” (LinkedIn, September 

2024). Finally, X (formerly Twitter), given its role as a platform for public discourse, centres its moderation 

guidelines around regulating abusive speech, civic integrity, and the manipulation of public information. The 

platform’s rules state: "X's purpose is to serve the public conversation. Violence, harassment, and similar types 

of behaviour discourage people from expressing themselves and ultimately diminish the value of global public 

conversation. Our rules are to ensure all people can participate freely and safely" (X, September 2024). 

This analysis underscores the shared responsibilities among platforms to tackle harmful content while 

highlighting their platform-specific challenges. The differences in content moderation approaches reflect the 

platforms' varying priorities, influenced by the type of content they host and the audience they serve.  

Results of blogpost analysis 

Official blog posts provide a narrative directly from the platforms, frequently detailing updates to policies, 

enforcement strategies and the platforms’ positions on critical issues such as misinformation. Analyzing these 

posts allowed us to understand better how platforms communicate their moderation efforts and the role this 

communication plays in shaping user behaviour and the spread of misinformation. The analysis using AntConc 

identified key topics across the social media platforms studied, focusing on themes such as safe usage, 

community protection, privacy, and misinformation (see Table 3).  

 
Table 3. The main topics of analyzed blog posts 

Social network and main topics Relevant blog posts Word frequencies 

Instagram   

Community protection 19 151 (0.2%) 

Safe usage 13 124 (0.2%) 

COVID-19, antibullying, hate speech, misinformation 9 94 (0.2%) 

Facebook   

Data and privacy 230 1324 (0.7%) 

Safety and expression 224 1285 (0.7%) 

Combating misinformation 87 356 (0.2%) 

Tik Tok   

Important news 13 104 (0.6%) 

Community 11 92 (0.4%) 

Safe usage 102 315 (0.2%) 

Snapchat   

Community 22 116 (0.6%) 

Parental tools 18 145 (0.6%) 

Safe usage 72 384 (0.7%) 

LinkedIn   

Safe usage 14 294 (0.3%) 

Updates to community policies 6 94 (0.2%) 

Transparency 8 118 (0.2%) 

X (previous Twitter)   

Safety 36 224 (0.7%) 

Transparency 33 284 (0.4%) 
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The blog posts were particularly insightful in revealing how platforms articulate their commitment to safety and 

moderation while showcasing differences in priorities based on platform demographics and content types. For 

instance, Instagram primarily focused on creating a safe online environment, with a strong emphasis on 

community protection and safe usage. Its blog posts frequently addressed efforts to foster a healthy and inclusive 

space, particularly in response to challenges such as misinformation during the COVID-19 pandemic. The posts 

highlighted various initiatives to maintain a safe community and combat harmful content trends. Facebook, on 

the other hand, dedicated significant attention to data privacy and user safety, likely in response to its large user 

base and its history of privacy-related controversies. The high frequency of posts regarding privacy and safety 

suggests the platform is actively engaging with these issues. However, while misinformation is a critical topic, 

its relatively low word frequency (0.2%) in blog posts implies it receives less focus compared to privacy and 

safety concerns. 

The analysis showed that TikTok, given its younger demographic, emphasized safe usage to address potential 

risks of harmful content. Blog posts highlighted topics such as "Important News" (0.6% frequency), reflecting 

efforts to combat misinformation and potentially dangerous trends like harmful challenges or misleading content 

that could endanger users. Similarly, Snapchat, with its younger user base, focused extensively on parental tools 

and community protection. The high frequency of posts related to safe usage (0.7%) suggests that ensuring safe 

interactions, particularly with parental supervision tools, is a priority for the platform. LinkedIn's blog posts 

were centred around maintaining a professional and respectful environment, with a particular focus on safe 

usage and transparency. The lower volume of discussions compared to other platforms likely reflects its 

professional nature, where content moderation aims to uphold professionalism rather than mitigate a wide array 

of content types. Finally, X (formerly Twitter) dedicated a significant portion of its blog posts to user safety and 

transparency, particularly focusing on improving user trust during its transformation. The relatively high 

frequency of keywords in these posts reflects the platform's efforts to position itself as a leader in public 

discourse moderation and misinformation management. 

Gaps between content moderation guidelines and public communication 

To analyze the gap between formal content moderation policies and how they are represented or discussed in 

platforms' public communications, we can identify several key themes by comparing the moderation guidelines 

(Table 2) with the focus of official blog posts (Table 3). Few discrepancies have been identified in this regard.  

First, the content moderation guidelines across platforms like Facebook, Instagram, and TikTok clearly prohibit 

misinformation, particularly on sensitive topics like health (e.g., COVID-19) and civic processes (e.g., 

elections). This commitment is outlined in their guidelines (Table 2). However, the frequency of blog posts 

discussing "combating misinformation" is notably lower. For instance, on Facebook, only 87 blog posts (0.2% 

of the total) mention combating misinformation (Table 3). This discrepancy suggests that, although the 

platforms have robust guidelines on misinformation, it is not prominently featured in their public 

communications. This gap between strict policies and their public emphasis may reflect a strategic focus on 

other issues in their outward communication, potentially diluting their stance on misinformation for broader 

audiences. 

Second, the platforms universally emphasize the need to protect users from harmful content like hate speech, 

harassment, and violence, as seen in their moderation guidelines (Table 2). However, in their public 

communications, platforms like X (formerly Twitter) and Facebook tend to focus more on transparency, data 

privacy, and community safety, as shown by the higher frequency of blog posts discussing these topics. For 

example, X mentions user safety 36 times in blog posts, while direct discussions on harmful content, such as 

hate speech, are less frequent. This shift in focus suggests that while these platforms are committed to user 

safety in their formal policies, the narrative in public communication may prioritize other concerns, such as 

privacy or transparency, possibly to align with public discourse or regulatory pressures. 

Finally, although the content moderation policies are consistent in addressing key issues like misinformation 

and harmful content, each platform tailors its public communication based on its unique user base. Instagram 

and TikTok emphasize community protection and visual content moderation in their blog posts, aligning with 

the visual nature of their platforms. For instance, Instagram’s guideline to "Post only your own photos and 

videos and follow the law" (Instagram, September 2024) underscores the platform’s focus on visual content 

integrity. In contrast, LinkedIn emphasizes professionalism both in its moderation guidelines and public 
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communications, reflecting its goal to maintain a respectful and professional environment. This variation shows 

that while moderation policies may be similar across platforms, the communication strategies vary to reflect 

platform-specific concerns and user demographics. 

The results suggest that while content moderation guidelines are extensive and address a wide range of harmful 

content, the way platforms communicate these policies publicly, especially through blog posts, reveals gaps. 

Certain issues, like misinformation or harmful content, may not be as frequently highlighted in public 

communications as their policies would suggest. This discrepancy highlights a potential gap between the 

creation of formal content moderation policies and the platforms' public communication strategies, potentially 

shaped by the need to balance transparency, user trust and regulatory demands. 

Discussion and conclusions 
 

After analysis of the existing content moderation guidelines across major social media platforms, the results 

showed that platforms such as Instagram, Facebook, TikTok, Snapchat, LinkedIn, and X (formerly Twitter) 

share core moderation policies (bans on hate speech, misinformation, and harmful content), but each platform 

emphasizes different aspects based on its target audience and operational model. The findings from this research 

highlight significant insights into how social media platforms formulate, communicate and (to some extent) 

implement content moderation policies. Despite the existence of clear and robust moderation guidelines across 

major platforms, there remain critical discrepancies between these formal policies and the themes emphasized 

in their public communications, particularly in official blog posts.  

 

The analysis of official social media blog posts showed that official blog posts serve as a strategic self-

representation tool. The social media platforms selectively emphasize certain aspects of their content 

moderation efforts. For example, Facebook and LinkedIn focus on privacy and data security, while TikTok and 

Instagram highlight safe usage and community engagement. Although explicitly prohibited in guidelines, 

misinformation receives limited attention in blog posts. 

 

One of the most notable gaps identified is the disparity between platforms' stated commitment to combating 

misinformation and how prominently this issue is discussed publicly. While misinformation is prohibited under 

formal guidelines, platforms like Facebook and Instagram do not seem to emphasize this issue in their blog 

posts to the same degree. This gap could reflect a broader strategic focus by platforms on privacy, transparency, 

and other topics they deem more pressing or publicly favourable. As such, this creates a potential disconnect 

between what platforms say they are doing to mitigate harmful content and how they publicly present these 

efforts.  

 

The implications of these findings are twofold. First, the discrepancies identified between formal content 

moderation policies and public communication suggest that platforms may prioritize certain issues over others 

in their outward messaging. This could have consequences for public trust, particularly if users perceive that 

platforms are not being transparent about their efforts to mitigate harmful content. Second, the variation in 

communication strategies underscores the need for more platform-specific studies when analyzing the efficacy 

of content moderation.  

 

The novelty of this research is focused on uncovering the disconnect between social media content moderation 

policies and how these policies are publicly framed, contributing to discourse on digital governance and 

platform accountability. Also, by utilizing both thematic analysis and frequency-based keyword examination, 

the study provides a multi-faceted understanding of moderation communication strategies. This study 

contributes to the ongoing debate on digital platform governance by highlighting the need for increased 

transparency in content moderation. 

 

The findings align with earlier studies (Singhal et al., 2023; Keulenaar et al., 2023), highlighting inconsistencies 

in content moderation enforcement. Unlike Franco et al. (2023), who focus on algorithmic challenges, this study 

emphasizes the role of blog posts in shaping public perception. The results contrast Peterson-Salahuddin (2024), 

who argues that moderation policies are disproportionately strict for marginalized communities. Instead, this 
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research suggests that platforms strategically manage their public communication rather than solely enforcing 

biased policies. 
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