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Introduction

Relevance of the thesis. The thesis explicates and analyses the

inference to the best explanation (IBE): a meta-theoretical principle

of inference of scientific propositions. Scientists apply IBE both in

the context of discovery and in the context of justification of scientific

theories. More particularly, scientists seek such theories that would

explain observable phenomena, cohere with already accepted scien-

tific knowledge, be simple, or unify explanations of different kinds of

phenomena, and scientists argue for the acceptance of their theories

on the grounds that they do indeed explain observable phenom-

ena, cohere with already accepted scientific knowledge, are simple,

or unify explanations of different kinds of phenomena. Any argu-

ment for the truth or reality of a theoretical term, concept, entity or

theory in general is an instance of IBE. IBE is a fundamental com-

ponent of theoretical reasoning in general and of scientific practice

in particular.

IBE is not bound to the context of science. It is also prevalent

in medical diagnosis, criminal investigation, judicial argumentation,

technical troubleshooting, common sense reasoning and other con-

texts where one wants to find out the causes of some phenomena.

For example, IBE is so prevalent in medical diagnosis or criminal

investigation that it even receives a substantial amount of attention

in fictional representations of these practices, e.g., the differential

diagnoses in the TV-series “House” or the deduction method used
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by Sherlock Holmes in Arthur Conan Doyle’s stories.

Because of its role in the scientific and commonsense reasoning

contexts, IBE is also an important topic for philosophical research

in current analytical philosophy of science and epistemology. The

truth-conduciveness of IBE is of ultimate importance for the prob-

lem of scientific realism. According to scientific realism (e.g., Kitcher

1993; Leplin 1997; Niiniluoto 1999a; Psillos 1999), the best expla-

nation for the empirical success of mature scientific theories is their

truth. Scientific theories are the products of IBE. Therefore, if sci-

entific realism is true, then IBE seems to be truth-conducive. On

the other hand, IBE deprived of truth-conduciveness makes scientific

realism less viable.

IBE is often considered as the development of C. S. Peirce’s idea

of abduction (Peirce 1932-1958). Nevertheless, the term inference

to the best explanation was introduced only in 1965 by Harman

(1965). The most vigorous defense of the truth-conduciveness of

IBE is presented by Lipton (1993; 2001a; 2004) and Psillos (2002;

2007; 2009d). Different arguments for the truth-conduciveness of

IBE are also put forward, for example, by Carruthers (1992), Gold-

man (1990), Josephson and Josephson (2003), Glass (2010), Niinilu-

oto (1999b) and Thagard (2007b). Van Fraassen (1980; 1989), on

the other hand, presented the most important arguments against

IBE.

The aim of the thesis. The thesis is going to analyze the prob-

lem of truth-conduciveness of IBE: does the nature of IBE warrant

the truth-conduciveness of IBE? The problem has two aspects: given

a pool of potential explanations, which one of the potential explana-

tions is the best, and, given that we identified the best explanation,

how confident can we be that it is true. More particularly, firstly,

the thesis explicates the concept of IBE, i.e., it analyzes what the
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concept of explanatory power stands for: how to obtain a pool of

potential explanation; given a pool of potential explanations, which

one of these is the best; and is it always possible to discriminate the

best explanation? Secondly, the thesis evaluates the tenability of the

truth aspirations of IBE, i.e., it analyzes to what extent a hypothesis

can be claimed to be true, given that it is the best explanation for

some phenomenon of interest?

Claims of the thesis. The thesis claims that even though IBE

could facilitate the determination of probability distributions and is

a wide psychological practice, due to the bad lot argument, possi-

ble incommensurability of explanatory virtues, pessimistic induction

and better-safe-than-sorry argument, all the four ways of justifying

IBE in terms of truth-conduciveness cannot be taken for granted

which leaves IBE only accidentally valid. More particularly, the

thesis argues for the following claims:

1. IBE is a form of material inference that ascribes truth to the

hypothesis that has the highest degree of explanatory virtues

among its competitors: it is the most consistent with approved

background knowledge, unifies the most the relevant phenom-

ena, is the deepest explanation, and is the simplest explanation.

This explanationist account is more fundamental than proba-

bilistic accounts of IBE, but coherence should not be treated as

one of the explanatory virtues.

2. Currently, there are four basic ways of justifying the truth-con-

duciveness of IBE that can be discerned in literature: reliabilist-

coherentist, evolutionary, probabilistic and empirical-historical.

3. None of the discerned ways of epistemic justification of IBE

grants the truth-conduciveness of IBE. They are undermined

by the bad lot argument, the argument of pessimistic induc-

9



tion, the better-safe-than-sorry argument, and the possibility

of contradicting orders of explanatory power. Therefore, being

the best explanation does not grant truth.

4. IBE is warranted pragmatically, i.e. IBE is a widespread psy-

chological practice, there is no better method of ampliative in-

ference and its use helps to successfully cope with the world.

Methodology of the thesis. The ongoing discussion on IBE

is meaningful only if the correspondence theory of truth is held to

be correct. Thus the thesis is going to assume the correspondence

theory of truth. The thesis also assumes the naturalized episte-

mology perspective, in which findings from the sciences that study

human reasoning are brought to bear on questions in philosophy.

Even though, deprived of truth-conduciveness IBE makes scientific

realism less viable, this would not refute scientific realism: scientific

realism can be true even if IBE is not truth-conducive. Therefore,

the thesis would not argue for nor against the truth of scientific

realism. A clear distinction is drawn between IBE and abduction.

Nevertheless, claims about abduction are used to illustrate points

about IBE: this happens only if the author of the claim does not

discriminate between IBE and abduction and means the same thing

by the both concepts.

One difficulty in discussing inference to the best explanation lies

in the ambiguity of the term denoting it. IBE can denote a particu-

lar kind of derivation. IBE can denote the conclusion of a derivation.

Finally, IBE can also denote a theory or a set of claims about the

properties of inference to the best explanation. In order to avoid this

ambiguity the following convention is going to be used in this thesis.

“IBE” will stand for IBE as a derivation or process of inference. “A

conclusion of IBE” will stand for the conclusion of IBE as a process
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of inference. “A theory of IBE” will stand for a theory or a set of

claims about the properties of IBE. The term “truth-conduciveness”

will stand for the reliability of the method of inference: hence, IBE

is truth-conducive if and only if IBE tends to generate true or ap-

proximately true conclusions. The term “truthlikeness” will stand

for closeness to truth or the degree of verisimilitude: hence, if IBE

is truth-conducive, it will tend to generate truthlike conclusions.

Novelty of the thesis. The thesis reconstructs the concept

of IBE and examines the results of the reconstruction for internal

consistency, conceptual coherence and fit with empirical and his-

torical data. The novelty of this thesis lies in two main aspects.

Firstly, the thesis presents an original account of IBE and argues

how to evade possible inconsistencies that are present in theories of

IBE. It adopts and argues for the explanationist (e.g., Lipton 2004;

Psillos 2002) rather than probabilistic (e.g., Glass 2007; Schupbach

and Sprenger 2011) approach to IBE. Secondly, the thesis discerns

four ways in which philosophers argue for the truth-conduciveness

of IBE and shows that these ways are insufficient to grant the truth-

conduciveness of IBE. Van Fraassen’s (1989) bad lot argument and

Stich’s (1990) argument about the better-safe-than-sorry beliefs are

defended and elaborated to argue against the truth-conduciveness

of IBE. Laudan’s (1981) pessimistic induction argument is applied

to the issue of IBE. An argument about the possible incommensu-

rability of explanatory virtues is produced for the problem at hand.

Structure of the thesis. The thesis has two main chapters that

correspond to the two aspects of the main problem delineated above.

The first chapter reconstructs IBE and argues for the explanationist

account as an adequate account of IBE. IBE is commonly described

as consisting of two steps or two filters: the first gathers a pool of po-

tential explanations and the second selects the best explanation out
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of the pool of potential ones. Therefore section 1.2 provides an ac-

count of abduction as the first step of IBE and the next two sections

present two alternative accounts of the second step: the explanation-

ist account (1.3.1) and its defense (1.4.2), according to which, the ex-

planatory power of a hypothesis is the degree of explanatory virtues

present in the hypothesis and the probabilistic (Bayesian) account

(1.4.1) and its critique (1.4.2), according to which, the explanatory

power of a hypothesis is a particular product of the prior probabil-

ity and likelihood of the hypothesis. The second chapter evaluates

whether IBE can be granted truth-conduciveness. The chapter enu-

merates four basic ways in which the truth-conduciveness of IBE is

justified, argues that these means of justification do not grant the

truth-conduciveness of IBE and finishes with the section (2.6) which

summarizes arguments that refute the truth-conduciveness of IBE.

Subsections on psychological adequacy (2.3.1) and ontological com-

mitments of IBE (2.5.1) are apposite to some of the justifications of

IBE and are provided in the relevant parts of the second chapter.
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Chapter 1

What is IBE?

1.1 Genesis of IBE

IBE is claimed to provide true propositions and beliefs. Despite its

claimed importance and high aspirations, IBE is still not a thor-

oughly investigated and well defined form of inference. According

to Lipton, the theory of IBE is “more a slogan than an articulated

philosophical theory” (Lipton 2004: 2, 57). More particularly, ac-

cording to Glass, “IBE faces two key challenges. First, how exactly

is IBE to be understood and made precise? [. . .] Second, what is

the connection between explanation and truth? Is there any reason

for thinking that the best explanation is likely to be true? Or to

put it another way, does IBE track truth” (Glass 2010)? Douven

also states that “the exact form as well as the normative status of

abduction are still matters of controversy” (Douven 2011).

The term “inference to the best explanation” was coined by Gil-

bert Harman in 1965 in an article by the same title: “Inference to

the Best Explanation” (Harman 1965). Harman argued in the arti-

cle that there are many warranted non-deductive inferences that are

not instances of enumerative induction, therefore IBE and not enu-

merative induction should be considered to be the main kind of non-

deductive inference. The biggest impact was made by Harman’s idea
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that the explanatory power of a hypothesis determines its truth. In

other words, Harman defined IBE as a form of inference, according to

which, from a premise that a given hypothesis provides the best ex-

planation among its competitors, one concludes that the hypothesis

is true. Harman’s work initiated the discussion, but did not provide

any argument in support of the truth-conduciveness of IBE. The

most vigorous defense of the truth-conduciveness and warranted-

ness of IBE is found in the works of Peter Lipton (1993; 2001a;

2004) and Stathis Psillos (2002; 2007; 2009d). Truth-conduciveness

of explanatory considerations is also defended by Josephson (2001),

Josephson and Josephson (2003), Lycan (1988), Thagard (2007b)

and Tuomela (1985). Carruthers (1992) and Goldman (1990) argue

for the truth-conduciveness of IBE on evolutionary grounds. Be-

cause of the acclaimed importance of explanatory considerations,

proponents of the truth-conduciveness of IBE are often called expla-

nationists.

There are also more moderate interpretations of IBE. Day and

Kincaid (1994) and Ben-Menahem (1990) argue for the truth-con-

duciveness of IBE as a general inferential strategy rather than a

particular form of inference. Niiniluoto (1999b; 2004) argues that

IBE combined with empirical testing is the best method of seek-

ing informative truths in science. Kuipers (2004) argues that IBE

should infer comparative (best is closest to the truth) rather than

absolute (best is true) conclusions.

The works of Bas van Fraassen (1980; 1989) present the most vig-

orous critique of IBE. Van Fraassen claims that IBE not only does

not take us towards truth, but also makes us incoherent. Psillos

(1996; 1999) defends IBE from van Fraassen’s arguments, but La-

dyman et al. (1997) criticize Psillos’ defense. Douven (1999; 2002)

defends IBE from objections, but does not argue for the truth-con-
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duciveness of it. Barnes (1995), Bartelborth (2005), Salmon (2001a)

and Schurz (2008) are rather skeptical about the truth-conducive-

ness of IBE.

The exact account of IBE or of explanatory power is also a debat-

able topic. Thagard (1978; 1993) and Ylikoski and Kuorikoski (2010)

discuss criteria for evaluating explanations. Glass (2007; 2010), Mc-

Grew (2003) and Schupbach and Sprenger (2011) propose proba-

bilistic accounts of explanatory power.

Bayesianism is the dominant theoretical approach in the contem-

porary analytical philosophy of science, epistemology and decision

theory. Given that, a reconciliation of IBE with Bayesianism is

a lively topic related to an assessment of the truth-conduciveness

and general usefulness of IBE. Lipton (2001a), Niiniluoto (1999b),

Okasha (2000), Salmon (2001b) and Weisberg (2009) discuss the

prospects of reconciling IBE with Bayesianism. On the other hand,

Psillos (2004; 2009b) is skeptical about the need for reconciliation.

On a closely related topic of abduction, initiated by Charles

Sanders Peirce, the most important studies are written by Aliseda

(2006), Gabbay and Woods (2005), Paavola (2006b) and Schurz

(2008). The thesis considers IBE to be conceptually different from

abduction. Nevertheless, the two concepts are very closely interre-

lated. For example some researchers do not discriminate concep-

tually between IBE and abduction, or they use the term “abduc-

tion” to stand for IBE (Barnes 1995; Carruthers 2006; Douven 2011;

Fodor 2000; Josephson and Josephson 2003; Niiniluoto 1999b; 2004;

Plečkaitis 2006; Psillos 2000; 2002; 2004). Some argue that IBE

and abduction are conceptually distinct (Campos 2009; Minnameier

2004; Hintikka 1998; McKaughan 2008), and some consider that IBE

and abduction overlap to some degree (Aliseda 2006; Gabbay and

Woods 2005; Kuipers 2004; Magnani 2001; Paavola 2006a; Schurz
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2008; Thagard 2007b).

1.2 Abductive Mechanism of IBE

The concept of IBE is most commonly associated with the concept

of abduction. The term “abduction”, at least in the history of phi-

losophy, is associated with the name of Charles S. Peirce. Peirce

provided a standard definition of abduction:

The surprising fact, C, is observed;

But if A were true, C would be a matter of course,

Hence, there is reason to suspect that A is true. (Peirce

1934: 5.189)

IBE differs from abduction in two fundamental aspects. Firstly,

IBE consist of two abduction premises together with an additional

third premise, which states that there is no better available expla-

nation than the hypothesis analyzed. Secondly, the addition of the

third premise is claimed to grant that the conclusion of the inference

is actually true rather than merely possible. Thus the form of IBE

is this (Josephson and Josephson 2003: 5; Lycan (1988: 129) and

(Psillos 2002: 614) provide similar definitions):

The surprising fact, C, is observed;

But if A were true, C would be a matter of course,

No available competing hypothesis can explain C as well

as A does.

Hence, A is true.

In other words, the conclusion of abduction is only a (logical)

possibility: “merely suggests that something may be” (Peirce 1934:

5.171); is “nothing but guessing” (Peirce 1958: 7.219); is “ignorance-

preserving” (Gabbay and Woods 2005: 43); “might be defeated”
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(Aliseda 2006: 31). The conclusion of IBE “is true” (Harman 1965:

89), “[probably] is true” (Lycan 1988: 129), “is true, or at least ap-

proximately true” (Lipton 2004: 3) or “is probably true” (Josephson

and Josephson 2003: 5; Psillos 2002: 614). The word “probably” in

the quotes is used without any specific interpretation of probability

theory, it merely acknowledges that the conclusion is not a deduc-

tive one (Psillos 2002: 614 fn. 17). Hence IBE is a strengthened

form of abduction. IBE adds one premise to the abductive form of

inference, the addition of which permits us, supposedly, to infer not

merely a possible, but a true conclusion.

Peirce stated that abduction begins from a surprise, i.e., then “the

surprising fact, C, is observed” (Peirce 1934: 5.189). Thus, neither

abduction nor IBE can be conducted if there is no surprising fact

to be explained. Aliseda (1997: 28) proposed the term “an abduc-

tive trigger” to stand for the surprising phenomenon that triggers

abduction and needs an explanation. According to her, the concept

of the abductive trigger is a relative one. What is surprising for

one person might not be surprising for somebody else. These per-

sons can have different background knowledge. Therefore, whether

something is an abductive trigger depends on the particular content

of the relevant background knowledge (BK). A fact E can be an

abductive trigger only if the relevant background knowledge does

not explain E, i.e., only if BK � E, where ⇒ stands for an ap-

propriate logical or explanatory relation. Depending on whether an

abductive trigger is consistent with the background knowledge or

not, Aliseda distinguishes between novel and anomalous abductive

triggers (Aliseda 1997: 28; 2006: 47). A novel abductive trigger is

one that is not explained by background knowledge, BK � E, but

is compatible with it BK � ¬E. An abductive anomaly occurs

when the abductive trigger contradicts the background knowledge,
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i.e., when background knowledge explains the negation of the abduc-

tive trigger, BK ⇒ ¬E. Nevertheless, the existence of an abductive

trigger does not compel one to seek its explanation. The idea is

rather that one is in need of abduction only if, firstly, she stumbled

upon an abductive trigger and, secondly, she wants to understand

it.

Background knowledge is thus essential for assessing whether

something is or is not an abductive trigger. If somebody does not

have any background knowledge, then for this person everything

she perceives is an abductive trigger. For an omniscient creature,

on the other hand, abductive triggers cannot exist. According to

Gabbay and Woods (2005: 87), “something is an abductive trigger

when a memory search induces the agent to realize (usually tac-

itly) that the attendant cognitive irritation cannot be removed by

what he currently knows.” Gabbay and Woods put forward two con-

ditions similar to Aliseda’s novelty and anomaly that characterize

an abductive trigger. It has to be unexpected and uncharacteris-

tic. The unexpectedness of an abductive trigger means that it is

something that “could not have been forecast solely on the basis of

what one knew at the time” (Gabbay and Woods 2005: 197), i.e.,

something is an abductive trigger only if it is not explained (was

not predicted) by background knowledge. The uncharacteristicness

means that “in spite of the fact that its occurrence is now known, it

presents the agent with an additional cognitive target which cannot

be hit with what is now known” (Gabbay and Woods 2005: 198). In

other words, an abductive trigger is uncharacteristic because, even

though it is now a part of background knowledge, this background

knowledge lacks the knowledge that would make the abductive trig-

ger expected.
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What follows from background knowledge cannot be an abductive

trigger. If background knowledge contains a satisfactory explanation

for some particular phenomena, if one knows (or at least thinks one

knows) the causes of the phenomena, then there are no explanation

seeking why-questions that could be asked about the phenomena.

There is no rationale in explaining something that is already known.

According to Thagard, it is “pointless to waste mental resources

on something ordinary or expected” (Thagard 2007a: 227) or, ac-

cording to Aliseda, “non-surprising facts should not be candidates

for abductive explanations” (Aliseda 2006: 47). A known fact can

become an abductive trigger only if one realizes that background

knowledge possesses no explanation for it or that a known explana-

tion is not actually satisfactory. The concept of anomaly in Kuhn

(1996) stands for a genuine kind of abductive triggers.

Something is an abductive trigger only if it was not expected

before it has been observed. However, an abductive trigger becomes

a part of background knowledge after it has been observed. An

abductive trigger in any instance of abduction or IBE has to be

handled as true. It cannot be false. If it were false, then there

would be no need for an explanation of it. Therefore, it always

has to be considered as having a truth value “true” and probability

Pr(E) = 1. In this respect, the abductive trigger acts similarly to

old evidence and may bring the same problems as the problem of

old evidence.

The appearance of an abductive trigger raises an abduction prob-

lem. The task here is to find an explanation that would modify

background knowledge so that the background knowledge would ac-

commodate the abductive trigger. As Lipton (2004: 21) puts it,

the question is “what has to be added to knowledge to yield un-

derstanding?” A solution to an abduction problem is either to add
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new propositions to background knowledge, to subtract propositions

from it, or to modify background knowledge by first subtracting

some propositions and then adding some other propositions. The

only requirement to solve an abduction problem is to find or pro-

pose a link between the abductive trigger and background knowl-

edge. There can be multiple solutions to an abduction problem and

there is no talk yet about the goodness of an explanation.

An abduction problem is solved when a surprising fact ceases

to be an abductive trigger and becomes derivable from background

knowledge. According to Psillos,

whatever the formal details of an act of explaining, it

should incorporate the explanandum into the rest of the

reasoner’s background knowledge by providing some link

(even by breaking a link) between the explanandum and

other hypotheses that are part of the reasoner’s background

knowledge. (Psillos 2007: 445)

Or as Day and Kincaid put it,

what makes an event expected is that it fits well with what

else one knows. This tie between IBE, unification and over-

all coherence of belief is so frequent and pervasive that ‘ex-

plains’ and ‘fits with’ are often used synonymously. (Day

and Kincaid 1994: 276)

The term “to derive” is often used instead of “to explain” in the

context of abduction. It can stand for logical entailment, material

implication or probabilistic dependence. Conclusion of an abduc-

tive inference is one which is possible, probable or worthy of con-

jecture. Abduction does not require an inference to the sole con-

clusion. Therefore, an abduction problem would be solved by any

relation that makes an abductive trigger plausible. This relation
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can be satisfied by any consequence relation. An abductive trigger

in this relation is the consequent. The truth value of any abductive

trigger is true (or probability Pr(E) = 1). Hence, abduction is sat-

isfied by any consequence relation, because an abductive trigger as

a consequent cannot obtain a smaller truth value than any of the

possible antecedents. According to Aliseda,

abduction is not one specific non-standard logical inference

mechanism, but rather a way of using any one of these.

(Aliseda 2006: 47)

Even though Wesley Salmon declares that without an exact ex-

plication of the concept of explanation IBE “has no clear meaning”

(Salmon 2001a: 68), the theories of IBE are neutral about the ques-

tion of what exactly the relation “to explain” stands for. According

to Lipton,

whether or not explanatory considerations are a guide to

inference does not depend on whether we have an adequate

account of explanation, any more than our use of a gram-

mar to understand our language depends on our ability

to give an adequate explicit account of the structure of

that grammar. Moreover, if in fact we do use explanatory

considerations as a guide to inference, to say that we do

so seems to me not a meaningless or even a trivial claim,

even in absence of an account of explanation, because we

have some semantic grip on the concept of explanation in

the absence of such an account. (Lipton 2001a: 100)

According to Psillos,

I think that the very possibility of Inference to the Best

Explanation as a warranted ampliative method must be
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examined independently of specific models of the explana-

tory relationship between hypotheses and evidence. Ide-

ally, IBE should be able to accommodate different concep-

tions of what explanation is. This last thought implies that

abduction (that is, IBE) is not usefully seen as a species of

ampliative reasoning, but rather as a genus whose several

species are distinguished by plugging assorted conceptions

of explanation in the reasoning schema that constitutes the

genus. (Psillos 2002: 606)

Similar declarations can also be found in Thagard (2007b) and (New-

man 2009). Later in this work it will be claimed that different ex-

planatory virtues can stand for different concepts of explanation or

the depth of an explanation can be a place-holder for different con-

cepts of explanation.

Notwithstanding the neutrality about the concept of explanation,

the theories of IBE have a slight preference for the causal-mechanical

account of explanation. For example, (Lipton 2004: ch. 3) devotes

a whole chapter of his book to enumerate and defend the advan-

tages of the causal account of explanation. Thagard also states that

“in accord with much recent work in the philosophy of science, I

hold that to explain a phenomenon is to describe a mechanism that

produces it” (Thagard 2007b: 38).

Only after solutions to the abduction problem are proposed there

arises a need to identify the best of these solutions. As Lipton puts

it,

there is always more than one possible explanation for any

phenomenon [. . .] so we cannot infer something simply be-

cause it is a possible explanation. It must somehow be the

best of competing explanations. (Lipton 2004: 56)
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This best explanation, according to the theories of IBE, should be

treated as the actual story about the abductive trigger.

There is only one additional requirement that the best explana-

tion has to satisfy in order to be proclaimed true. A conclusion of

IBE should be accepted not only if it is the best explanation, but, in

the first place, if it is a good enough explanation. A question arises

how to define the notion of a “good enough explanation.” A practi-

cal and convenient answer to this problem is to treat any conclusion

of abductive inference as a good enough explanation. The term

“good enough” stands for “satisfactory for its purpose.” The task of

IBE is to find the best hypothesis out of hypotheses that do indeed

explain the abductive trigger. Hence, the mere ability to explain

the abductive trigger should be enough for a hypothesis to be con-

sidered as a good enough explanation and this, consequently, means

that any abductive conclusion should be treated as a good enough

explanation. If something does not explain the abductive trigger,

it should not be accepted as an abductive conclusion at all. This

account of “good enough” does not disturb the description of IBE as

a two-step process: abduction plus evaluation of explanatory power.

On the other hand, if, being a mere abductive conclusion, a mere

ability to explain the abductive trigger is not good enough, then

nothing is. Any criteria of “good enough” in addition to the mere

abductive capacity would require evaluation explanatory goodness,

i.e., of explanatory power, and (1) this evaluation would require at

least two hypotheses (a sole hypothesis would not have a benchmark

to evaluate it against), (2) this evaluation would already constitute

IBE and (3) it would be an arbitrary point in a continuum of possible

values of explanatory power.

The relation between abduction and IBE is generalized by the dif-

ference between a potential and the actual explanation. A conclusion
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of abduction is a potential explanation: a possible, but unknown-

whether-true, explanation. A conclusion of IBE is, allegedly, the

actual explanation: the one of the potential explanations (one of

the abductive conclusions) that is the true explanation. Because of

that, every conclusion of IBE is a proper conclusion of abduction,

but not every conclusion of abduction is a proper conclusion of IBE.

In other words, every conclusion of IBE is an explanation, but not

every explanation is the best explanation.

Abduction provides a pool of potential explanations. This is the

first step of IBE. The next obvious question is how to determine

which one of the potential explanations is the best one. The next

two sections deal this this question.

1.3 Constitution of Explanatory Power: Explan-

atory Virtues

1.3.1 Explanatory Virtues

If explanatory power is a reason to accept a hypothesis, then the

greatest explanatory power is an even better reason for that (Gab-

bay and Woods 2005: 101). Therefore, the next task in explicating

IBE is to describe what the explanatory power as “explanatory con-

siderations” or “explanatory loveliness” stands for. What are the

criteria that discriminate that one hypothesis is a better explana-

tion than another?

Explanatory virtues stand for these criteria. Explanatory virtues

are sometimes also referred as “cognitive”, “epistemic”, “inferential”

or “theoretical”, presuming that these terms are synonymous. In

this thesis the term “explanatory virtues” denotes the virtues that

are used to judge the explanatory power. The terms “epistemic” and
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“theoretical” are also used to denote particular kinds of explanatory

virtues.

Explanatory virtues are the criteria according to which one com-

pares the explanatory power of competing hypotheses. A hypothesis

with the highest degree of explanatory virtues is declared the best

explanation. The explanatory virtues act in the contexts of both

discovery and justification, by guiding the choice of an explanation

and by boosting or lowering the degree of confidence one can have

in a particular explanatory hypothesis.

The explanatory virtues most often mentioned are explanatory

coherence or, simply, coherence (with background knowledge), sim-

plicity and unification. According to Lipton (2004: 67, 149), ex-

planatory virtues play a role in, firstly, generating potential expla-

nations and, secondly, in the choice of the best one out of them.

Thus, the best explanation is a hypothesis that exhibits the ulti-

mate degree explanatory virtues:

best is not directly a judgment of truth but instead a sum-

mary judgement of accessible explanatory virtues. (Joseph-

son and Josephson 2003: 15)

or

explanatory coherence is a vehicle through which an infer-

ence is performed and justified. (Psillos 2002: 619)

One can notice a sign of epistemic rationalism again in a claim

that explanatory considerations alone, without any appeal to confir-

mation or empirical testing, are sufficient for accepting a hypothesis:

if a hypothesis has been chosen as the best explanation,

then it has fared best in an explanatory-quality test with

its competing rivals. So unless there is reason to think that
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it is superseded by an even better explanation, or unless

there is reason to believe that the recalcitrant evidence

points to one of the rivals as a better explanation, to stick

with the best explanatory hypothesis is entirely reasonable.

(Psillos 2002: 622)

Because IBE is legitimate even without any confirmatory consider-

ations, it can facilitate a choice of empirically equivalent hypotheses

(e.g., Day and Kincaid 1994: 275; Bird 2005: 8; McMullin 1996: 21;

Psillos 1999: 170–174). McMullin even suggests labelling some of

the non-empirical explanatory virtues as “complementary”, because

they can help to make a theory choice when empirical virtues are

not able to do that.

Following Barnes (1995: 273 fn. 4) one could argue that aesthetic

virtues (beauty, elegance) should not be conflated with explana-

tory virtues in the context of IBE. Even though the term “explana-

tory loveliness” has rather aesthetic connotations, its denotation in

the context of IBE is the provision of understanding. Explanatory

virtues as the sign of explanatory loveliness should provide under-

standing rather than aesthetic pleasure. On the other hand, when

it comes to explicating the meaning of beauty or elegance in the

theory choice, simplicity, for example, is both one of the most often

cited explanatory virtues and one of the most often cited features of

beauty. Hence, aesthetic virtues should be claimed to be derivative

from some of the explanatory virtues. Moreover, it is difficult to ex-

plicate aesthetic virtues, because, on the one hand, they are ascribed

features such as simplicity, symmetry, regularity, visualizability and,

on the other hand, they are ascribed contrary features—complexity,

diversity, asymmetry, contingency, abstractness—at the same time

(Kuipers 2002: 299). Due to these reasons (they are derivative and

too vague) we will exclude aesthetic virtues (beauty and elegance)
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from the set of explanatory ones. However, the way they are ana-

lyzed and conclusions drawn about them are applicable to and will

be used further in the analysis of other explanatory virtues.

An identification that a hypothesis predicts the abductive trigger

or that a hypothesis is confirmed by the relevant empirical data is an

empirical explanatory virtue. Theories possessing empirical virtues

constitute the aim of the explanatory activity, i.e., an accumulation

of theories that successfully accommodates the intended data. All

other explanatory virtues are non-empirical or theoretical. The idea

behind IBE is that explanations possessing the ultimate degree of

theoretical virtues would have to exhibit the ultimate degree of em-

pirical virtues, i.e., they would have to be confirmation-conducive

(this does not preclude empirical virtues contributing to the evalu-

ation of the explanatory loveliness).

An explanatory virtue that is truth-conducive in virtue of its log-

ical form is a logical virtue. Logical explanatory virtues have to

be truth-conducive in every possible world. If all the explanatory

virtues were logical, then IBE would be a deductive form of reason-

ing. However, this is not the case. All other non-logical explanatory

virtues are metaphysical, because if they are truth-conducive that

can be only because the ontological structure of the world is such

that allows these virtues to be truth-conducive. As Lipton states,

a pattern of non-demonstrative inference that generally

takes us from truth to truth in this world would not do

so in some other possible worlds. (Lipton 1993: 101)

IBE is one of those patterns of non-demonstrative inference, there-

fore at least part of the virtues it relies on are of metaphysical char-

acter.

Epistemic virtues stand for explanatory virtues that are truth-
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conducive. Explanatory virtues are epistemic virtues if they are

truth-conducive. All the empirical or logical virtues are epistemic

because they constitute the goal of the epistemic enquiry and expli-

cate the concept of truthlikeness. For example,

the requirements of internal consistency or predictive ac-

curacy are prized not because they have previously been

witnessed to accompany verisimilitude but because they

are the elements of an explication of that very concept

[. . .]. It remains of course possible for indicators of truth

to be inductively learned by a scientific community but this

is irrelevant to the a priori logical status of such criteria.

(McAllister 1989: 38)

Pragmatic virtues are those that are useful or convenient for a

human action. For example, van Fraassen (1980) claims that only

empirical virtues are epistemic and all the theoretical virtues are

at most pragmatic and that we should abstain from evaluating their

epistemic status. For pragmatists, all and only the pragmatic virtues

are epistemic. The theories of IBE, on the other hand, do not really

concern themselves with whether explanatory virtues are pragmatic.

The theories of IBE are interested only if explanatory virtues are

epistemic, because IBE is truth-conducive if and only if the explana-

tory virtues, especially theoretical and metaphysical, are epistemic

virtues. Whether explanatory virtues are pragmatic or not is irrele-

vant for IBE, the positive answer to this question at most can mean

a useful or pleasant bonus for human practical life.

How do theoretical and metaphysical explanatory virtues, which

do not constitute the goal of epistemic enquiry or define the concept

of truthlikeness, come to be known and claimed to be epistemic?

Researchers of the aesthetic virtues in the theory choice (McAllister
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1989; Kuipers 2002) suggest that this is done by meta-induction, i.e.,

inductively identifying common non-empirical features in successful

theories. For example,

one could cast an inductive eye over the history of sci-

ence and determine whether theories demonstrating cer-

tain forms of simplicity had as a matter of contingent

fact tended to be closer to the truth—as this was later

revealed—than other theories. (McAllister 1991: 10)

This does not imply that empirical or logical virtues cannot be dis-

covered inductively, these virtues just have to have their separate

justification (this can also be seen in the above quote from (McAl-

lister 1989: 38)). However, the epistemic character of genuine theo-

retical and metaphysical virtues cannot be justifiable by any other

means than empirical.

Different explanatory virtues are analyzed in the literature on

IBE, abduction, explanation and theory choice. They are distin-

guishable into groups that stand for the breadth, depth, coherence,

simplicity and empirical adequacy of an explanation.

Coherence. Coherence (also congruence, consonance, fit with

background knowledge and plausibility in relation to background

knowledge) is often claimed to be the most important of the ex-

planatory virtues. It stands for the coherence between the explana-

tory hypothesis and relevant background knowledge. A hypothesis

is better the more coherent it is. Background knowledge is a body

of knowledge that is taken for granted when discussing a particular

problem. This body of knowledge by itself might not be uncontro-

versial, but when used as the background knowledge it has to be

assumed to be true or at least very close to truth:

if some parts of the background knowledge are called into
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question, they do no longer belong to the background knowl-

edge. (Kamps 2005: 318)

Background knowledge does not have to include all known facts, but

it should include the abductive trigger. The abductive trigger has

occurred, it is known fact, its is true; hence it should be treated

the same way as background knowledge. If an abductive trigger is

taken to be the part of the background knowledge then coherence

with background knowledge would also mean coherence between an

explanatory hypothesis and the abductive trigger.

One the one hand, coherence with background knowledge is some-

times referred to as an ordinary explanatory virtue. One the other

hand, it is also referred to as (1) the most important explanatory

virtue sometimes even sufficient to single out the best explanation

(Harman 1968: 531; Psillos 2002: 615), (2) the starting point of any

explanatory evaluation (picks out the set of potential explanations)

(Lipton 2004: 151; Psillos 1999: 219) or (3) the evaluator of the

relevance of other explanatory virtues (Lipton 2004: 139–140; Psil-

los 2007: 443). Even van Fraassen, who denies the epistemic claims

about IBE, maintains in his pragmatic theory of explanation that

an evaluation of explanatory answers as good or better

proceeds with reference to the part of science accepted as

‘background theory’ in that context. (van Fraassen 1980:

141)

Other explanatory virtues might not even be required for determin-

ing the best explanation. Psillos (1999: 219), for example, thinks

that other explanatory virtues are called for to assist only when the

background knowledge cannot determine the best explanation on its

own. Glass (2007) proposes to measure explanatory loveliness solely

by a probabilistic measure of coherence.

30



Coherence with background knowledge is the most important of

the explanatory virtues in the sense that it is the only explanatory

virtue that is necessary and sometimes even sufficient for determin-

ing the best explanation. The background knowledge contains all

the premises of every instance of IBE (the abductive trigger and in-

formation on why a particular hypothesis is the best one). If there

is no background knowledge, then there are no premises to begin an

inference with, thus there is no IBE. In this sense the background

knowledge is an immovable obstacle for the proof of the formal va-

lidity of IBE. Formal validity of IBE would make conclusions of IBE

true in every possible world. However,

considering all possible models means testing in a knowl-

edge vacuum. (Douven and Horsten 1998: 316)

The knowledge vacuum forbids any application of IBE and by the

same token precludes the possibility of proving the formal validity

of IBE.

The significance of the background knowledge is only questioned

in cases of so-called creative abduction. Schurz (2008: 218) describes

hypothetical (common) cause abduction as the most fundamental

kind of creative abduction which does not assume any background

knowledge except the knowledge about the abductive triggers. Cre-

ative abduction, which introduces new concepts, models, explana-

tions, etc. is usually distinguished (Magnani 2001; Schurz 2008) to

contrast it to the selective abduction, when one seeks an explanation

in the pool of known explanations, i.e., in the pool of the background

knowledge. But this does not mean that the background knowledge

is not necessary in the cases of creative abduction. In these cases

the background knowledge is simply insufficient to provide a good

enough explanation. According to Gabbay and Woods,
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in solving abduction problems, the demands of originary

(or creative) thinking are proportional to the depth of the

abducer’s ignorance, (Gabbay and Woods 2005: 64)

i.e., the demand for creativity is proportional to the lack of back-

ground knowledge. In an instance of novel abduction one cannot

account for the abductive trigger with the background knowledge at

hand, but the background knowledge is still operative, because the

novel explanation should not contradict background knowledge and

should be as coherent as possible with it.

Even if coherence with background knowledge is the most im-

portant explanatory virtue and background knowledge is taken for

granted as true this does not mean that explanatory hypotheses

cannot contradict and eventually alter background knowledge. Ex-

amples of the most radical alternations to the background knowledge

are paradigm changes (Kuhn 1996) though less substantial adjust-

ments can also be likely, for example, in cases of anomalous ab-

ductive triggers, i.e., when the background knowledge predicts facts

that are contrary to abductive triggers. Nevertheless, in these kinds

of situations an explanatory virtue of conservatism as a feature of

coherence with background knowledge prefers the alternation to be

as small as is sufficient to accommodate the abductive trigger or at

least not bigger than in any of the alternative explanations. In this

respect the explanatory hypothesis should correspond between re-

lations in past and successor theory and explain past successes and

failures of a predecessor theory.

Analogy is also a kind of coherence with background knowledge.

Explanations that are analogous use background knowledge to form

explanations that are similar to explanations already in use. Anal-

ogy resembles unification, but is not a kind of unification, because it

does not use the same explanation, but only one that is similar. It is
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a kind of coherence, because it only extrapolates background knowl-

edge; thus making new knowledge not very different from knowledge

already taken to be true. Thagard, for example, takes analogy to be

one of the constitutive principles of explanatory coherence by stating

that

similar hypotheses that explain similar pieces or evidence

cohere. (Thagard 2007b: 32)

Related to analogy is the virtue of understandability or intelligibility

of an explanatory hypothesis when a new explanation uses familiar

concepts and models or is illustrated by analogies with something

known.

Consistency and intra-theory support stand for the internal co-

herence of an explanatory hypothesis. Causal, temporal, structural,

etc. priority of explanans over explanandum (Huemer 2009a) should

also be classified as a feature of internal coherence.

Theories of IBE do not explicate much what they mean by the

concept of coherence. However, when using the very concept of

coherence, proponents of IBE seem to go in the opposite direction to

other studies in epistemology or philosophy of science. Probabilistic

measures of coherence use probabilities of explanatory hypotheses

as arguments to measure their coherence, but explanationists claim

that coherence itself should be used to evaluate these probabilities.

Conceptual explications of coherence use explanatory relations to

evaluate coherence between a proposition and a belief-system, but

theories of IBE use coherence between a proposition and a belief-

system to evaluate explanations.

This strongly impairs the claims about IBE. Throughout the

studies on coherence (Bartelborth 1999; BonJour 1985; Lehrer 1990;

Lewis 1946; Rescher 1973; Thagard 1989) a rigid pattern emerges
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that identifies two fundamental features of coherence for a set of

propositions: (1) logical consistency or absence of contradiction, and

(2) inferential-explanational relations. Mutual logical consistency is

required as a necessary feature, but is an insufficient one. According

to Bartelborth (1999), to believe that at one second “In front of me

I see the White House”, at the next “I see a BMW in front of the

Empire State Building”, and at third “I see the centre of Leipzig be-

fore me” is perfectly consistent, but the background knowledge does

not allow us to claim that these beliefs are coherent. Thus some-

thing more than mere consistency is required to define coherence,

because logically consistent propositions can become incoherent in

relation to the background knowledge. Inferential-explanational re-

lations in a set of propositions or, in the case of IBE, between the

explanatory hypothesis and the background knowledge are claimed

to constitute the second component of coherence. Lewis (1946: 338)

talks about an inferential relation similar to conditional probability,

which is not that strong as a deductive inference. Rescher (1973:

32–33) talks about connectedness. For BonJour (1985: 95–98) ex-

planatory relations are one central element of coherence and their

presence enhances the coherence of a system of beliefs. Bartelborth

(1999: 220–221), Lehrer (1990: 95) and Thagard (1989: 436–437)

define the second component of coherence more or less similarly: an

explanatory hypothesis would cohere with background knowledge if

it explains the background knowledge or if the background knowl-

edge explains the explanatory hypothesis. These reciprocal explana-

tory connections stand for the slogan that coherence is a matter of

“hanging together” (BonJour 1985: 93). This is consistent with the

claim that the maximal possible coherence has to be the coherence of

equivalent propositions (Bovens and Hartmann 2003; Fitelson 2003),

because equivalent propositions entail one another.
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If we stick to this definition of coherence then the central ex-

planatory virtue of IBE becomes viciously circular or, as Day and

Kincaid (1994: 277) put it, uninformative. The best explanation

is the explanation most coherent with background knowledge. The

explanation most coherent with background knowledge is the best

explanation for the background knowledge or the proposition that is

best explained by the background knowledge. Hence the claim that

the best explanation is an explanation that is the most coherent

with background knowledge becomes trivial and empty. The terms

“the best explanation” and “the most coherent” denote the same

thing. Further on in this text, a way out of this circularity will be

proposed, according to which, other explanatory virtues, which are

more precisely defined, explicate the concept of coherence.

Breadth. A hypothesis is better the more unifying it is. There

are two main requirements for a hypothesis to be unifying, broad,

consilient, have a wide scope, or explain a variety of facts. It has to

account for at least two different kinds of facts (the more the better)

and unification cannot be a simple conjunction of hypotheses or ob-

servational statements. Firstly, if a hypothesis successfully explains

a very big number of different facts it makes all other competing hy-

potheses that explain only a few kinds of facts much less attractive.

The more different kinds of facts a hypothesis explains or success-

fully predicts, the more unifying it is. Bartelborth (2002) calls this

feature of unification the systematization force. Thagard provides

the following two definitions of unification, where FTi is the set of

kinds of facts explained by Ti:

(1) T1 is more consilient than T2 if and only if the cardi-

nality of FT1 is greater than the cardinality of FT2;

(2) T1 is more consilient than T2 if and only if FT2 is a

proper subset of FT1. (Thagard 1978: 79)
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According to Thagard these definitions are not equivalent, be-

cause the cardinality of T1 can be larger than of T2, even though

T2 can explain more important facts than T1 and because of that be

more preferable. This conflict can occur only when neither T1 nor T2

is complete—i.e., fail to explain all the facts of interest—although is

not refuted by these facts. Thagard and Psillos (2002: 615) concur

that when it happens the better explanation is one that explains

more important facts. One can thus generalize that the value of

unification brought by Hi is the cardinality of the set of relevant

kinds of facts explained by Hi, i.e., the cardinality of the set of con-

sequences of Hi. The larger the cardinality is, the more unifying the

explanation given by Hi is. If the hypothesis successfully predicts

new kinds of facts then unification increases. Therefore explanatory

virtues referred to as the capacity to generate novel predictions, fe-

cundity, fertility, fruitfulness and productive promise stand for the

virtue of unification.

Secondly, an increase in the cardinality of the consequence set by a

mere conjunction of different hypotheses or observational statements

does not constitute genuine unification, because this does not add

anything to what is known. Bartelborth (2002) calls this constraint

on unification the organic uniformity and Schurz (2008) calls this the

minimal adequacy criterion for second-order abductions, where the

term “second-order abduction” denotes an explanation postulating

the existence of a new kind of property or relation. Hi is unifying

only if k < n, where n is the cardinality of the consequence set of

Hi and k is the number of theoretical postulates of Hi. Unification

requires a diversity at the end of the kinds of facts to be explained

and a unity at the end of the explanation for these facts. According

to Schurz,

the introduction of one new entity or property merely for
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the purpose of explaining one phenomenon is always specu-

lative and ad hoc. Only if the postulated entity or property

explains many intercorrelated but analytically independent

phenomena, and in this sense yields a causal or explanatory

unification, it is a legitimate scientific abduction which is

worthwhile to be put under further investigation. (Schurz

2008: 219)

This constraint on unification also accounts for why ad hoc hypothe-

ses are not desirable in explanations. An ad hoc hypothesis is an

opposite of unification, because it

serves to explain no more phenomena than the narrow

range it was introduced to explain. (Thagard 1978: 87)

An ad hoc hypothesis can be introduced into a theory only by con-

junction with other theoretical postulates and it is the very thing

the discussed constraint prohibits.

Myrvold (2003: 409–411) proposes a formal measure of the extent

to which an explanatory hypothesis H unifies the set of evidence

{E1, . . . , En}. It measures the extent to which H makes one piece

of evidence yield information about other evidence. In other words,

for Myrvold an explanatory hypothesis unifies a set of evidence if it

makes different pieces of evidence informationally relevant to each

other:

UnificationM(E1, . . . , En;H) = I(E1, . . . , En|H)− I(E1, . . . , En)

= log2(
Pr(E1 ∧ . . . ∧ en|H)

Pr(E1|H)× . . .× Pr(En|H)
)

−log2( Pr(E1 ∧ . . . ∧ en)
Pr(E1)× . . .× Pr(en)

).

McGrew (2003: 561–563) also suggests measuring the unification

value or, to use his own term, the consilience of a hypothesis as an
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extent of positive relevance between a set of evidence in the light of

the hypothesis. According to him, a hypothesis H1 is more unifying

than H2 if

Pr(E1 ∧ . . . ∧ En|H1)

Pr(E1|H1)× . . .× Pr(En|H1)
>

Pr(E1 ∧ . . . ∧ En|H2)

Pr(E1|H2)× . . .× Pr(En|H2)
.

McGrew explicates the unification value of a hypothesis the same

way as Myrvold does, i.e., as a difference in positive relevance that

the unifying hypothesis brings. Schupbach (2005) shows that both

of these account depend on the same inequality

Pr(E1 ∧ . . . ∧ En|H) > Pr(E1|H)× . . .× Pr(En|H)

and are thus identical in probabilistic terms. Hitchcock (2007: 438)

also describes unification in terms of this inequality. Hence all three

accounts imply that a value of the ratio

UnificationMMHi
=

Pr(E1 ∧ . . . ∧ En|Hi)

Pr(E1|Hi)× . . .× Pr(En|Hi)

is sufficient to rank a set of j competing explanatory hypotheses,

{Hi|1 ≤ i ≤ j}, according to the degree of unification they bring.

The higher the value, the greater the unification is.

The MMH measure satisfies the claim about IBE that explana-

tory virtues can be brought to aid the choice between empirically

equivalent hypotheses. For example, the two hypotheses H1 and H2

can have an equal likelihood Pr(E1|H1) = Pr(E1|H2) on evidence

E1 alone and an equal likelihood Pr(E2|H1) = Pr(E2|H2) on evi-

dence E2 alone. However, H1 can make both pieces of evidence E1

and E1 more mutually positively relevant than H2 and thus H1 will

have higher likelihood than H2 on the pair of evidence E1 and E2,

i.e., Pr(E1 ∧ E2|H1) > Pr(E1 ∧ E2|H2). However, it does not sat-

isfy the other desideratum of IBE that explanatory virtues should

evaluate priors or likelihoods. The MMH measure uses likelihoods
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in the determination of unification value, but according to the ex-

planationists, these should be determined by the explanatory power

and thus indirectly by unification too.

Lange (2004) claims that positive relevance is neither sufficient,

not necessary to identify a genuine unification. Firstly, Lange (2004:

207–212) provides examplesm then Myrvold’s measure identifies a

unification even though there are no ontological-explanatory rela-

tions between the hypothesis and evidence. The measure captures

too weak a sense of unification and is not sufficient, because it can

attribute unification to hypotheses that create positive relevance be-

tween evidence, but are not cases of genuine unification. Unification

is ascribed by the MMH measure independently of the properties

and content of the hypotheses. Schupbach (2005) replies to Lange

by claiming that a hypothesis can have the virtue of unification

without being explanatory. Unification is only one of the explana-

tory virtues and sole unification does not constitute an explanation

in advance. But Schupbach can reach such a conclusion only be-

cause he identifies unification with the positive relevance in advance

and does not analyze whether the positive relevance is a good sign

of unification. In one of Lange’s examples the hypothesis H is “the

two decay products annihilate as particle and anti-particle (so they

must be electron and positron)”, E1 is “the decay product #1 is an

electron” and E2 is “the decay product #2 is a positron.” H makes

E1 and E2 mutually positively relevant. However, a fact stated in

the hypothesis H is the result and not the cause of the correspond-

ing evidence E1 and E2 and because of that H is not explanatory or

ontologically prior to E1 and E2. It seems that by sticking to MMH

as the measure of unification, one would have to accept any contin-

gent correlating event as unification, if it brings sufficient positive

relevance. This situation is similar to explaining a particular height
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of a flagpole and the particular position of the sun by the particular

length of the flagpole shadow (Salmon 1989: 47). The height of a

flagpole and the position of sun are independent, but a particular

length of the flagpole shadow will make the height of the flagpole and

the position of the sun positively relevant. Maybe this dependence

can be called unification, but we are considering unification as an

explanatory virtue and the cases of non-explanatory unification are

of no interest or relevance. Therefore, if a measure captures cases

of unification that are irrelevant and does not capture the relevant

cases then the measure is unsatisfactory for the present purpose: the

explication of explanatory unification.

Secondly, Lange (2004: 212-214) provides an example of a uni-

fying hypothesis (a common cause explanation) that does not bring

any positive relevance in Myrvold’s measure. The measure can be

too demanding and the positive relevance is not necessary for unifi-

cation, because a genuinely unifying hypothesis can derive a nega-

tive value of unification. According to Schupbach, the hypothesis in

Lange’s example cannot be a unifying explanation, because it is a

common cause explanation and common cause explanations cannot

be unifying in the sense accounted for by MMH. There are allegedly

two different ideas of unification: one suggested by MMH, and uni-

fication as generality (e.g., a common cause explanation). But how

can a hypothesis have a big enough consequence set and not be uni-

fying? One answer is that there are different types of unification, but

a more simple answer can be that MMH does not satisfy relevant

intuitions about the concept. Some hypotheses in Lange’s exam-

ples are claimed by Schupbach to be unifications, because the MMH

measure identifies them that way. Some hypotheses are claimed are

claimed to be ‘not unifying’, because the MMH measure does not

identify them that way. However, the very problem under considera-
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tion is whether the MMH measure is the measure of unification, but

Schupbach argues for the MMH measure by taking it for granted as

a genuine criterion of unification and claiming that if H does not

comply with the MMH measure then it is not unifying. Schupbach’s

arguments seem to be rather ad hoc.

One of Lange’s examples depicts a situation when the evidence set

is positively relevant apart from the hypothesis H, but becomes sta-

tistically independent given H (and thus the MMH measure derives

a negative value of unification). These conditions are similar enough

for Reichenbach’s Common Cause Principle to hold. Reichenbach’s

common cause principle (CCP) is also a model of unification (Re-

ichenbach 1956: 157–167). According to CCP, when there is an

unexpected correlation Pr(A ∧ B) > Pr(A) × Pr(B) between the

events A and B, there exists a common cause C for these events

that satisfies the following four conditions—the conjunctive fork—

and thus screens off the correlation:

Pr(A ∧B|C) = Pr(A|C)× Pr(B|C),
P r(A ∧B|¬C) = Pr(A|¬C)× Pr(B|¬C),

P r(A|C) > Pr(A|¬C),
P r(B|C) > Pr(B|¬C).

Even though for Schupbach common causes are not unifications,

at least in the sense depicted by the MMH measure, for Schurz, for

example, CCP is the leading principle of causal unification:

an explanation of the three Ei by three distinct Ci is clearly

inferior, because, in contrast to the common cause expla-

nation, it cannot explain the correlations between the Ei—

it rather shifts this problem into unexplained correlations

between the Ci. (Schurz 2008: 222)

41



The MMH measure and CCP describe contradictory conditions

for unification to occur. For the MMH measure the mark of unifi-

cation is the transition from statistical independence to the positive

relevance conditional on H. For CCP the mark of unification is the

transition from positive dependence to statistical independence con-

ditional on H. McGrew and Schupbach notice that every hypothesis

satisfying CCP would be disunifying according to the MMH mea-

sure, but interpret this as an advantage rather than a disadvantage

for the MMH measure.

According to the MMH measure, every hypothesis that entails its

evidence cannot be unifying, because every H that entails its evi-

dence makes its evidence mutually positively irrelevant conditional

on H. This is a serious, if not a fatal, shortcoming of the MMH

measure. If unification by the entailment is not unification, as pro-

ponents of the MMH measure claim (or at least it is another kind

of unification), then what is the reason to suppose that unification

by making positive relevance is the genuine unification? A possible

answer may be that a hypothesis possessing this kind of unification

gets better evidential support due to its unifying as making posi-

tive relevance power. But why, then, does Schupbach refuse to call

unifying a hypothesis that has high evidential support and, if true,

would explain several pieces of evidence, but does not bring positive

relevance (as is depicted in one of Lange’s examples)? It is probably

because the MMH measure is neither necessary nor sufficient to do

its task.

However, there is one more problem inherent to both the MMH

measure and CCP. All hypotheses that entail their evidence have the

same MMH value equal to 0, even if a hypothesis H1 would unify

only two different kinds of evidence and another hypothesisH2 would

unify ten different kinds of evidence. The MMH measure would
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claim that H1 and H2 are equally unifying, but it is unintuitive,

because H2 unifies more kinds of evidence than H1 does. This is

applicable to any other set of hypotheses with the same MMH value,

but different cardinalities of the sets of evidence they unify. This

shortcoming is also applicable to a set of possible common causes

satisfying the conjunctive fork, but unifying different numbers of

correlating evidence.

Unification thus is not a matter of degree. A unifying hypoth-

esis either unifies a particular number of distinct kinds of facts, or

it does not. Therefore, the value of a unification measure has to

be the number of explained kinds of facts. But what does decide

whether a piece of evidence is explained by the hypothesis or not?

The entailment of the evidence is a good candidate. Moreover, if

a hypothesis provides only a statistical or probabilistic explanation,

then the number of pieces of evidence made positively relevant or

screened off should be counted as the value of unification. In other

words, unification value of H should be U = n, where n is the car-

dinality of the set of evidence {E1, . . . , En} that is entailed, made

positively relevant or screened off by H.

However, the entailment, positive relevance and screening off do

not always depict genuine explanatory relations. Moreover, there is

still a feel of circularity, because the best explanation is, at least to

some extent, the most unifying hypothesis, but the most unifying

hypothesis is one that explains the most. These two problems can

be escaped if the virtues that stand for the depth of an explanation

provide criteria that determine if an explanation occurs.

Depth. A hypothesis is better the deeper it is. There are two

main elements of the depth of an explanation. First, H1 is better

than H2 if H1 explicates a causal-nomological mechanism that pro-

duces the abductive trigger and H2 does not. Secondly, H1 is better
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than H2 if the mechanism posited by H1 is deeper, more specific,

precise, fundamental, informative or illuminating than one posited

by H2. How should one evaluate the depth of an explanation? Ac-

cording to Thagard,

a deeper explanation for an explanatory mechanism M1 is

a more fundamental mechanism M2 that explains how and

why M1 works. M1 consists of parts, and M2 describes

parts of those parts whose properties and relations change

in ways that generate the changes in the properties and

relations of the parts in M1. (Thagard 2007b: 38–39)

Hence, the degreem of the depth of a hypothesis can be measured as

the cardinality of a set {Mi|1 ≤ i ≤ m} of explanatory mechanisms

posited by the hypothesis, where Mi is a description of a more fun-

damental mechanism for or a structural elaboration of Mi−1 if there

is one.

For every explanation H1, even the most plausible one, one can

always ask for reasons H2 why it should be the case that H1 is

true. Next, one can further ask what the reasons H3 are why H2

should be true and so on, ad infinitum. This is the so-called why-

regress problem. Lipton (2004: 22) suggests that “explanations need

not themselves be understood.” This is definitely true. Somebody

might have stolen my bicycle and this is a very good explanation why

I cannot find it at the place where I left it. This explanation is fine

even if I do not know why somebody wanted to steal it. However,

if I knew why it was stolen, I would have additional reasons to

believe in the hypothesis that it was stolen. Hence, even though a

deeper explanation is not necessary to explain something, a deeper

explanation—if there is one—by providing additional reasons, would

be a better explanation than one that is not that deep.
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A preference for the explanatory depth stems from the preference

for causal-mechanical explanations that is exhibited by some propo-

nents of IBE (e.g., Lipton 2004; Thagard 2007b). Because of that

preference, the terms standing for the explanatory virtue of depth

are most commonly associated with the causal mechanical account

of explanation. Psillos, however, proposes not to stick to a particular

concept of explanation. According to him,

it seems to me methodologically useful to treat the refer-

ence to explanation in IBE as a ‘placeholder’ which can

be spelled out in different ways in different contexts. [. . .]

the general ways in which explanatory considerations can

enter into defeasible reasoning can be specified without a

prior commitment to the nature of the explanatory rela-

tion. (Psillos 2002: 606–607)

Hence, the depth of an explanation should be considered to be an

ability of the explanation to be explained yet further, no matter what

concept of explanation is employed. Moreover, different accounts

of explanation can provide criteria to determine whether a genuine

explanation occurs. An explanation should not be good enough if it

does not provide any kind of explanation, i.e., if its depth is equal

to 0.

Simplicity. A hypothesis is better the simpler or more parsimo-

nious it is. Ironically, simplicity is the most complex of the explana-

tory virtues. Sober (2001), for example, talks about two kinds of

simplicity (semantic and syntactic). Niiniluoto (1999a: 164) men-

tions four kinds of simplicity (ontological, syntactical, structural

and methodological). Beebe (2009: 609) enumerates six different

kinds of simplicity (one psychological kind, two ontological kinds,

and three explanatory kinds). Simplicity is the most often-cited
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aesthetic virtue of theories. It is also one of the most often-cited

explanatory virtues, often explicated without any aesthetic conno-

tations.

Since any hypothesis is expressed in a language any kind of sim-

plicity has to be reducible to either semantic simplicity or syntactic

simplicity. If someone says that a hypothesis is simple that means

either the hypothesis expresses things that are simple or the hypoth-

esis is expressed in a simple way. Semantic simplicity is basically

ontological simplicity, known also as the principle of Ockham’s ra-

zor: entities should not be multiplied beyond necessity. Ontological

simplicity consists of minimizing the number of entities posited by

a hypothesis: causes, laws, objects, principles, properties and other

possible primitive explanatory notions. Hence, the term “entities”

is taken “in the broadest sense” (Huemer 2009b: 216 fn. 1). Syntac-

tic simplicity is structural simplicity. It consists of minimizing the

number of structural components of the language of a hypothesis,

or the number of structural components of a hypothesis itself: sym-

bols, vocabulary, adjustable parameters, etc. Some structural com-

ponents of a hypothesis—axioms, hypotheses, auxiliary hypotheses,

theoretical postulates, etc.—can be considered to be the semantic

and syntactic components of theories at the same time.

However, simplicity is not always desirable. Salmon (2001b: 129)

states, for example, that in social sciences simple hypotheses are

not always plausible, because they can be oversimplifications. Car-

ruthers (2006: 151) claims that in the biological realm simplicity

is implausible, because one should expect biological systems to be

“messy and complicated, full of exaptations and smart kludges.”

Simplicity is similar to unification in the sense that a hypothe-

sis is better the less it takes to explain something. Unification asks

to explain more facts with same resources. Simplicity asks to ex-
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plain same facts with fewer resources. Therefore, informativeness

(to provide more information with fewer resources) is a kind of sim-

plicity too. Simplicity is desirable, because “by introducing suffi-

ciently many ‘hidden entities’ one can ‘explain’ anything one wants”

(Schurz 2008: 219). The preference for simplicity is also a means to

avoid proliferation of trivial alternative theories constructed, for ex-

ample, by disjunctive addition(s) of a contingent proposition. If H is

the best explanation, simplicity prevents H ∨A from being the best

explanation as well. Simplicity prefers that no subpart of a hypoth-

esis would make same explanations as the whole hypothesis does.

Aliseda (2006: 71) notices that this leads to non-monotonicity. An

addition of at least one proposition to the hypothesis can prohibit

inferring a former inference of the hypothesis.

When it comes to the assessment of the degree of simplicity, syn-

tactic simplicity is more difficult to evaluate. According to Sober

(2001: 16), the same propositions can be expressed in many differ-

ent ways, using different languages; therefore syntactical simplicity

is not linguistically invariant. On the other hand, this problem is

not a threat to the semantic kind of simplicity, because what a hy-

pothesis states should not depend on the language it is stated in.

One may take simplicity to be a mere number of posited explana-

tory entities or the syntactic length of a hypothesis. However, this

kind of measure would not be able to evaluate that a hypothesis that

explains, for example, 10 kinds of facts with only 3 assumptions, is

intuitively simpler than a hypothesis that takes 2 assumptions, but

explains only 3 different kinds of facts. Simon (2001: 34) uses the

term “simplicity” to stand for the length of the string of binary in-

formation. The simpler a hypothesis is the shorter the string. In

other words, the shorter the syntactic length of the hypothesis is

(simplicity is reciprocal of complexity). One the other hand, Si-
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mon (2001: 35) uses the term “parsimony” to stand for the ratio of

the complexity of the data to the syntactic length of the hypothesis

and claims that parsimony thus defined is preferable to simplicity.

According to him,

parsimony brings simplicity in its wake; but simplicity in

theory without parsimony in the relation between the the-

ory and data is bought only at the price of weakening the

goodness of approximation of our descriptions, narrowing

the range of phenomena over which they extend, and im-

poverishing our understanding of the phenomena. (Simon

2001: 69)

Hence, Simon implies that the length of a string of binary data that

explains many different kinds of facts (parsimony) will eventually be

shorter (simplicity) than other strings that explain the same data,

but not in a similarly unifying manner.

A similar measure of simplicity is proposed by Thagard (1993:

90). According to this measure, the simplicity of a hypothesis de-

pends on the number of co-hypotheses or theoretical postulates it

employs,

SimplicityT =
facts explained by H − co-hypotheses of H

facts explained by H
.

The measure gets a value of 0 when it needs a co-hypothesis for every

fact it explains and a value of 1 when in employs no co-hypotheses at

all. There should be no worry about dividing by 0, because if a hy-

pothesis does not explain anything, it will never be evaluated. The

idea behind Thagard’s measure is that simplicity has to minimize

the number of additional assumptions needed to explain a partic-

ular amount of evidence. The worst hypotheses according to this

measure are ones that need at least one additional assumption for
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each different piece of evidence they explain. This idea is in a per-

fect match with Peirce’s thesis that simplicity “adds least to what

has been observed” (Peirce 1935: 6.479). In other words, Thagard’s

measure is higher the fewer additional assumptions are added in

the hypothesis to explain evidence. However, Thagard’s measure of

simplicity discriminates hypotheses by the number of additional co-

hypotheses they employ and cannot tell how simple the hypotheses

are themselves without the co-hypotheses.

Simplicity is often discussed in relation to the curve-fitting prob-

lem. There are several information measures that incorporate syn-

tactic simplicity (as the number of adjustable parameters or the

syntactic length of a hypothesis) as one of the arguments: Akaike’s

Information Criterion, Bayesian Information Criterion, Minimum

Description Length or Minimum Message Length. However, the ar-

guments in relation to the curve-fitting problem are not relevant to

the problem of IBE. In curve-fitting one seeks a curve that most

adequately represents the relation between the dependent variable

and independent variables. Hence, the causes (the independent vari-

ables) of the abductive triggers (the dependent variable) are assumed

to be known and established and only the details of the dependence

are of interest. The theories of IBE, on the other hand, claim that the

simplest, but not yet known or established cause should be treated as

the true one. Moreover, these information measures treat simplicity

syntactically as the number of adjustable parameters or the amount

of information that takes to represent a hypothesis. Hence they do

not add anything new to the ongoing description of simplicity.

To sum up, there are two candidates for the measure of simplicity.

The first identifies simplicity with k, where k is the syntactic length

of a hypothesis or the number of explanatory entities. The second

holds that simplicity is the ration
n

k
, where n is the consequence set
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of the hypothesis or the number of explained different kinds of facts.

The second one is intuitively more appealing.

Empirical Adequacy. Empirical adequacy constitutes the very

aim of science (at least in the positivistic vein), thus it should be

the most desirable feature in an explanation. However, empirical

adequacy is not as much a feature of explanatory power, as it has to

be the necessary effect of an inference that is the best explanation

(e.g., Lipton 2001a: 109). In other words, if IBE is truth-conducive,

empirical adequacy as an empirical virtue has to be the effect of

other explanatory virtues.

Nevertheless, empirical adequacy and testing of predictions can

enter explanatory considerations through coherence with background

knowledge. Every piece of empirical data is simply a piece of back-

ground knowledge and every empirical refutation or inconsistency of

some hypothesis can be considered as incoherence with background

knowledge. This is how additional evidence can perform the elimi-

native function.

1.3.2 Relations Between Explanatory Virtues

Unification and Simplicity. The multiplicity of different explana-

tory virtues is thus reducible into groups of explanatory virtues that

stand for coherence, breadth, depth, simplicity and empirical ade-

quacy. The multiplicity can be reduced even further by describing

the interrelations between the virtues. The most conspicuous con-

nection among the explanatory virtues is between the unification

and simplicity. Talk about simplicity can sometimes be substituted

by the talk about unification and vice versa. These are often struc-

turally and conceptually similar. Unification is maximality of the set

of explained kinds of evidence and simplicity is minimality of the set

of constituents of the hypothesis. Both can be measured in a similar

50



mathematical form. Schurz (2008: 219–229) states that an ade-

quate and non-trivial causal or explanatory unification occurs only

if postulated entity or property explains many phenomena. More

precisely, then

n > k,

where n is the number of explained kinds of evidence and k is the

number of theoretical postulates of H.

Simon (2001: 35) measures parsimony as the ratio of the com-

plexity of the data to the complexity of a hypothesis. The hypothesis

should be parsimonious if the complexity of it is smaller than the

complexity of the data is explains. If k stands for the complexity

of the hypothesis and n stands for the complexity of the data, then

if the hypothesis is parsimonious the corresponding ratio should be

higher than 1,
n

k
> 1,

which is equal to n > k.

Thagard (1993: 90) measures simplicity as ratio

SimplicityT =
n− k

n

and the range of its value is [0, 1]. A hypothesis is simpler the higher

above 0 its value. A hypothesis is simple, at least to some degree, if

n− k

n
> 0

n(n− k)

n
> n · 0

n− k > 0

n > k

Hence, Schurz requires that a unifying hypothesis satisfies the

same requirements as Simon requires of a parsimonious hypothesis or

Thagard requires of a simple one. Unification favors hypotheses that
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explain more facts with same resources. Simplicity favors hypotheses

that explain same facts with fewer resources. Both unification and

simplicity favor hypotheses that explain as many facts as possible

with as few resources as possible.

Semantic simplicity is a straightforward form of unification. If

H1 and H2 explain the same set of evidence, but H1 poses fewer

explanatory entities than H2 then H1 unifies the evidence with its

lesser quantity of presuppositions. For example, according to Hue-

mer,

(H1) is the simpler hypothesis, in so far as it postulates a

single cause, while (H2) postulates two independent causes.

(Huemer 2009b: 225)

Hence, for Huemer a hypothesis postulating fewer causes (fewer ex-

planatory entities) is the simpler one. A description of the same

relation can also be found in Psillos:

Hk, on the other hand, subsumes the explanation of all

the data under a few hypotheses, and hence it unifies the

explananda. (Psillos 2002: 616)

However, Psillos calls a hypothesis postulating fewer hypotheses

(fewer explanatory entities) as unifying. Hence, philosophers use

both terms “unification” and “simplicity” to refer to the very same

phenomenon.

According to Forster and Sober (1994) unification and simplicity

operate identically in the curve-fitting. Complex and disunified the-

ories are more inclined to over-fit the data than simpler and more

unified theories are. The more adjustable parameters a theory has

or the more tailor-made to fit a particular piece of data the theory

is, the lower the estimated predictive accuracy of the theory is.
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In psychological experiments, in order to test whether people

show preference for simpler hypotheses, more unifying hypotheses

stand for simpler hypotheses. In an experiment by Read and Marcus-

Newhall (1993) participants rated a conjunction of a set of narrow

explanations, each narrow explanation individually and a unifying

explanation that accounted for the same facts as the set of narrow

explanations. Simplicity was claimed to be operative, because peo-

ple rated the unifying explanation as better than a conjunction of

narrow explanations. In an experiment by Lombrozo (2007), pref-

erence for simple explanations was also assessed by treating simpler

explanation as one that provided a common cause for several pieces

of evidence.

Unification and simplicity are often treated as similar. Earlier,

two possible measures of simplicity were distinguished. The first

identifies simplicity with k, where k is the syntactic length of a

hypothesis or the number of explanatory entities. The second holds

that simplicity is the ration
n

k
, where n is the consequence set of the

hypothesis or the number of explained different kinds of facts. The

second one is identical to unification. Therefore, following Ockham’s

advice not to multiply entities, unification will subsume the second

measure and further simplicity will stand only for the first measure,

i.e., the mere syntactic length or the number of posited explanatory

entities.

Coherence and Other Explanatory Virtues. Conceptually,

coherence between propositions is associated with explanatory rela-

tions between those propositions. But, according to the proponents

of IBE, the power of an explanatory relation is to a major degree

a function of coherence. Thus, the theories of IBE are stuck in a

vicious circle. This circularity is a manifestation of a more general

problem with coherence. As Olsson notes,
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the absence of a clear account has been noted as a trouble-

some fact ever since the days of the British idealists, and

more recent coherence theories fare no better, in the lights

of their critics, than their idealist ancestors did. [. . .] In the

few cases where coherence theorists have actually proposed

clear definitions, they can be seen, on closer scrutiny, to

be incorrect. (Olsson 2005a: 13)

If coherence with background is to be the main explanatory virtue

in IBE, it has to have a connection with other explanatory virtues.

There has to be an explanation of why coherence is the main ex-

planatory virtue or how other explanatory virtues contribute to co-

herence. Therefore, a way out of the circularity is an explication of

coherence in terms of other explanatory virtues: unification, depth

and simplicity. Coherence is the main explanatory virtue, because

it generalizes the other virtues.

A hint in that direction can be found in Psillos (2002). According

to him, explanatory virtues, which he calls “structural standards of

explanatory merit”,

safeguard the explanatory coherence of our total belief cor-

pus as well as the coherence between our beliefs corpus and

a new potential explanation of the evidence. (Psillos 2002:

616)

However, Psillos is not explicit in the details as to how exactly par-

ticular explanatory virtues contribute to the coherence. His only

idea about the relation between coherence and other explanatory

virtues is that explanatory virtues operate when background knowl-

edge cannot sufficiently discriminate the best explanation.

One of the most straightforward explications of coherence by

means of other explanatory virtues can be found in Thagard (2007b).
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He claims that explanatory coherence of a hypothesis can be in-

creased over time in two main ways. Either, when the hypothesis

explains new facts, i.e., by providing unification (broadening), or

when the hypothesis and its success are explained by yet another

hypothesis, which has its own independent evidential support, i.e.,

by providing a deeper explanation. Hence Thagard (2007b) expli-

cates coherence of a hypothesis as the function of the breadth and

depth on the hypothesis.

Coherence is sometimes claimed to be a wide concept that in-

cludes the narrower concept of unification. For Schurz (1999), firstly,

the total coherence of a set is a function of the coherence of its parts.

Secondly, coherence is constituted by inferential relations between

propositions. Thirdly, coherence is circular: every proposition in

a coherent set is inferable from the rest of the propositions in the

set. Unification, on the other hand, for Schurz means inference of

as many phenomena as possible from as few basic phenomena as

possible. Hence, unification here is not symmetric. From all this it

follows that

coherence minus circularity equals unification. (Schurz

1999: 98)

Unification for Schurz is thus a constituting element of coherence.

Bartelborth (1999), too, argues for the very same relation between

coherence and unification. Firstly, coherence between phenomena

for Bartelborth is constituted out of the explanatory relations be-

tween the phenomena. Secondly, to explain the phenomena is to

establish connections between them. Thirdly, unification operates

by establishing explanatory connections between different phenom-

ena. Hence, unification creates explanatory connections between the

phenomena and thus creates coherence between them. In his own
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words,

it should at least be obvious by now that the unification

approach harmonizes very well with the coherence account

of justification. Good explanations in the unification sense

create substantial connections between our observational

beliefs. (Bartelborth 1999: 218)

The same intuition relating coherence and unification can be de-

rived from the definition of coherence by Shogenji (1999) and the

MMH measure of unification taken together. According to Shogenji,

the degree of coherence of a set of evidence {E1, . . . , En} is equal to

CS(E1, . . . , En) =
Pr(E1 ∧ . . . ∧ E2)

Pr(E1)× . . .× Pr(E2)
.

According to the MMH measure of unification, the degree of unifi-

cation Hi brings is equal to

UnificationMMHi
=

Pr(E1 ∧ . . . ∧ En|Hi)

Pr(E1|Hi)× . . .× Pr(En|Hi)
.

If both measures were true (however, this seems unlikely, because

both have unintuitive consequences), it would mean that the co-

herence of a set of evidence is the positive relevance between that

evidence and the unification is the positive relevance given a hypoth-

esis. Hence, something would become coherent if it could be unified.

Unification would invoke coherence.

The degree of simplicity is also sometimes positively associated

with the degree of coherence. Thagard is one of boldest examples in

that respect. Even though he does not deny that complex hypotheses

can sometimes be preferable, he maintains that

the more hypotheses it takes to explain something, the

lower the degree of coherence. (Thagard 2007b: 32)
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Bovens and Hartmann (2003), on the other hand, provide an

example that contradicts the Thagard’s claim. Adding propositions

to the set may increase the coherence of the set:

certainly the information pair S = {[My pet Tweety is a

bird], [My pet Tweety cannot fly]} is less coherent than the

information triple S ′ = {[My pet Tweety is a bird], [My

pet Tweety cannot fly], [My pet Tweety is a penguin]}.
(Bovens and Hartmann 2003: 29)

Simon (2001: 69) also maintains that syntactically simpler hy-

potheses tend to be less coherent, because the shorter the string of

data describing something the less accurate the description can be,

the narrower the range of phenomena it explains and the less under-

standing it provides. Hence, the longer the syntactical structure of a

hypothesis, the more detailed and accurate information one expects

to get from it. A longer string of information has more ways to be

coherent with background knowledge than a shorter one. Moreover,

the same holds for semantic simplicity. If a hypothesis is coher-

ent with background knowledge—i.e., it has many explanatory rela-

tions with it—then it should employ the same entities that reside in

the background knowledge. The more entities from the background

knowledge the hypothesis employs, i.e., the more the hypothesis is

semantically complex, the higher coherence one expects.

On the other hand, adding too much complexity with the aim

of increasing coherence can be a mere ad hoc endeavor to salvage

a hypothesis. A too complex hypothesis can become very coherent

only with a very small part of background knowledge it intends to

explain, and loose links with the rest of the knowledge pool. Hence,

some complexity can contribute to coherence at first, but it can

subtract coherence if the complexity gets too big.
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Coherence is claimed to consist of consistency and mutual ex-

planatory relations. Coherence of an explanatory hypothesis with

background knowledge thus consists of its consistency with back-

ground knowledge and mutual explanatory relations between the

hypothesis and background knowledge. Provided that the hypoth-

esis provides a genuine explanation of its abductive trigger, the ex-

planatory relations are stronger the deeper the explanation provided

is and the more different kinds of background knowledge facts it ex-

plains together with the abductive trigger (the hypothesis explains

background knowledge together with the abductive trigger), and vice

versa. The explanatory relations are stronger the more detailed in-

formation can be provided by background knowledge as to why the

hypothesis can be true and if the hypothesis uses patters of expla-

nations already found in background knowledge (background knowl-

edge explains the hypothesis).

The hypothesis explains

background knowledge

Background knowledge

explains the hypothesis

The deeper the explanation

provided by the hypothesis is

The more detailed information

can be found in background

knowledge in support of the

hypothesis

The more different kinds of

background knowledge facts

the hypothesis explains to-

gether with the abductive trig-

ger

The hypothesis uses patterns

of explanations already found

in background knowledge

The kind of simplicity that is structurally similar to unification

(that is here subsumed under unification) is a constituting part of co-
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herence. However, the kind of simplicity— like the syntactic length

or the number of posited explanatory entities—can be inversely pro-

portional to the degree of coherence. Thus the latter kind of simplic-

ity does not enter into the above mentioned description of coherence.

Even if unification, depth or simplicity did not constitute parts

of coherence, unification and simplicity are at least considered by

some philosophers to be the constituting parts of explanatory power.

Thagard (1993: 91) computes the explanatory value of H as

Explanatory powerT (H) = Simplicity(H)× Unification(H).

Carrier explicates explanatory power too as a function of unification

and simplicity:

Theories with great explanatory power need a minimum

of independent principles to account for a broad class of

phenomena in an accurate fashion. (Carrier 2009: 198)

However, by ‘simplicity’ both Thagard and Carrier mean the same

thing we subsumed under unification. Therefore, for them the ex-

planatory power is really the function of unification. Moreover, even

though the depth of an explanation is not mentioned here it is im-

plicit in the judgement of the adequacy of a hypothesis. No unifying

or simple hypothesis would be explanatory if it is not deep enough,

i.e., if it does not provide any kind of explanation. Therefore the

depth of an explanatory hypothesis, for example, in Carrier’s quote

above should stand for “to account in an accurate fashion.”

To sum up, the explanatory power of a hypothesis is measured by

the degree of explanatory virtues it exhibits. The best explanation

is the most explanatorily virtuous one. This is the second step of

IBE. Coherence, unification, explanatory depth and simplicity are

considered to be the main explanatory virtues. However, if we want
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to define coherence in a non-question-begging way, we have to define

coherence not as a primitive explanatory virtue, but as derivative

from the rest of explanatory virtues. Coherence is constituted from

two elements: consistency and explanatory relations. Thus defined,

the concept of coherence appears to be synonymous with the concept

of explanatory power: the best explanation is the explanation that

is the most coherent with background knowledge, i.e., consistent,

most unifying, the deepest, and the simplest.

1.4 Irrelevance of Probabilistic Considerations

1.4.1 Probabilistic Accounts of Explanatory Power

Explication of the explanatory power as a function of explanatory

virtues (the explanationist account) is not the only one in philosoph-

ical literature. There are also probabilistic accounts of explanatory

power. Probabilistic modeling of scientific or ordinary reasoning

bears the name of Bayesianism. This section is going to analyze the

probabilistic or Bayesian accounts of explanatory power and claim

that the explanatory virtues account of explanatory power, by being

more fundamental, is superior to the probabilistic ones.

In probabilistic terms the best explanation is often associated

with a hypothesis that provides the highest likelihood for an abduc-

tive trigger, Pr(E|H), i.e., the maximum probability of an abductive

trigger given an explanation is true (maximum likelihood account,

ML). For example, according to Okasha, distinction between ex-

planatory loveliness and explanatory likeliness (Lipton 2004) can

correspond, respectively, to the terms Pr(E|H) and Pr(H). More

particularly,

to decide whether a given explanation of a phenomenon is
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lovely, we ask the question: if it were true, would it render

the phenomenon intelligible? (Okasha 2000: 704)

Lipton (2001a: 110) himself agrees that this identification is a

tempting one, but denies that it is correct. The main reason for

the skepticism is that a hypothesis may provide an abductive trig-

ger with a high probability or even entail it without explaining it.

Counterexamples to the deductive-nomological model of explana-

tions illustrate this: for example, a particular length of the flagpole

shadow and a particular position of the sun would entail the par-

ticular height of the flagpole, but, intuitively, would not explain it

(Salmon 1989: 47). Huemer (2009a) claims that this problem can be

escaped if the explanans is explanatorily prior to the explanandum.

Given this condition,

Bayes’ Theorem seems to provide at least partial support

for the explanationist approach: in choosing between can-

didate explanations h1 and h2 for evidence e, one factor

that seems relevant is the likelihood ratio P (e|h1)/P (e|h2).
The greater this is, the better h1 is as an explanation of

e, compared to h2: other things being equal, the hypoth-

esis that more strongly predicts the evidence is the better

explanation. (Huemer 2009a: 353)

Niiniluoto (2004: 72–73) also highlights ML as a plausible proba-

bilistic account of IBE.

McGrew (2003) proposes a measure of explanatory power that

is mainly a function of likelihood. McGrew derives his measure

from Peirce’s definition of abduction, in which an abductive trigger

stands for “a surprise” and “to explain” stands for “to be a mat-

ter of course” (Peirce 1934: 5.189). For McGrew the explanatory

power is the extent to which an explanatory hypothesis transforms
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a surprising fact into a matter of course:

EM =
Pr(E|H)

Pr(E)
.

According to this measure the value of explanatory power does

not change even if new irrelevant evidence is added to the evaluation.

The value does not decrease and thus the measure provides a very

counter-intuitive result (Schupbach and Sprenger 2011). Moreover,

McGrew’s measure cannot assess an explanation of anomalous ab-

ductive trigger. There is a danger of division by zero. If an abductive

trigger is anomalous, then BK � ¬E, this implies that Pr(¬E) = 1

and, consequently, that Pr(E) = 0.

Schupbach and Sprenger (2011) provide their own probabilistic

measure of explanatory power. It is an elaboration of McGrew’s

measure, because it is also a function of only Pr(E|H) and Pr(E)

and it is an increasing function of Pr(E|H) and decreasing function

of Pr(E):

ESS =
Pr(H|E)− Pr(H|¬E)
Pr(H|E) + Pr(H|¬E) .

In any separate instance of abduction problem the probability of

the evidence Pr(E) is constant, because all of the competing hy-

potheses have to explain the very same abductive trigger. Both

McGrew’s and Schupbach and Sprenger’s measures of explanatory

power are functions of only Pr(E|H) and Pr(E). Hence, if in any

instance of abduction Pr(E) does not change its value, then in any

instance of abduction problem both measures can be said to be func-

tions only of sole likelihood Pr(E|H).

However, highest likelihood is not sufficient to discern the best ex-

planation. Firstly, as was mentioned before, a hypothesis can entail

its evidence and still not explain it. As Lipton (2001b: 110) notes,

this is shown by some of the counter-examples to the Deductive-

Nomological model of explanation. Secondly, and more importantly,
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any association of explanatory goodness with highest likelihood is

not sensitive enough to the peculiarities of IBE. For example, if

there are i hypotheses that entail the abductive trigger then their

likelihoods are equal Pr(E|Hi) = 1. On the other hand, different

hypotheses can differ according to the degree of unification, sim-

plicity or depth they provide. For example, intuitively a hypothesis

that explains five different kinds of phenomena is more explanatory

powerful than a hypothesis that explains only one kind of fact even

though both hypotheses would entail the phenomena they explain.

Hence the explanatory power of hypotheses with the same likeli-

hoods might not be equal.

Prior probability of a hypothesis, Pr(H), is sometimes referred

to as the plausibility of the hypothesis and plausibility is sometimes

taken to indicate the explanatory power (maximum prior probabil-

ity account, MPRIOR). More particularly, prior probability together

with the likelihood are often claimed to constitute the explanatory

power (ML & MPRIOR). According to van Fraassen, criteria of ex-

planatory power that are based on explanatory virtues are rather

vague. The precise criteria of explanatory power come from statis-

tical theory, where

H1 is a better explanation than H2 (ceteris paribus) of E,

provided:

(a) Pr(H1) > Pr(H2) – H1 has higher probability than H2

(b) Pr(E|H1) > Pr(E|H2) – H1 bestows higher probabil-

ity on E than H2 does. (van Fraassen 1980: 22)

Okasha concurs that explanatory power is a composite of prior

probability and likelihood:

The correct way of representing IBE, I suggest, views the

goodness of explanation of a hypothesis vis-á-vis a piece of
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data as reflected in the prior probability of the hypothesis

P(H), and the probability of the data given the hypothesis

P(e/H). (Okasha 2000: 703)

Glass (2007: 281) calls the conjunction of ML and MPRIOR the

conservative Bayesian approach, according to which H1 is a bet-

ter explanation than H2 if and only if P (E|H1) > P (E|H2) and

P (H1) > P (H2). He calls this criterion conservative, because it can-

not provide a total ordering of explanations. Glass claims that ML

& MPRIOR is too conservative, because it can fail to rank the hy-

pothesisH1 as the better explanation thanH2 even ifH1 will provide

higher likelihood, Pr(E|H1), and will have higher posterior proba-

bility, Pr(H1|E), than H2. This approach can fail to show that the

best explanation is also the most probable one, i.e., one with the

highest posterior probability. It happens in all cases when H1 and

H2 have equal prior probability and can happen in many cases when

H1 has lower prior probability than H2.

Glass (2007) and Niiniluoto (2004) consider posterior probability,

Pr(H|E), as a possible criterion of explanatory power (maximum

posterior probability account, MPOST). According to Glass, this

approach

seems like the ideal account of best explanation for a de-

fender of IBE. By selecting the best explanation, the most

probable explanation is automatically selected. (Glass 2007:

280)

However, MPOST as a measure of explanatory power trivializes IBE.

It would identify the most probable explanation as the best one,

hence the best explanation would trivially be the most probable

(Glass 2010). Moreover, a hypothesis can have the highest posterior

probability even if the evidence is unlikely given the hypothesis,
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but its prior probability is very high. Therefore, Glass proposes an

explanation ranking condition, according to which, if there is any

account of the best explanation to replace accounts based on the

highest likelihood and highest posterior probability, it should give

the same results as the accounts based on the highest likelihood and

highest posterior probability whenever these two approaches give the

same result as each other (ML & MPOST):

For two explanations, H1 and H2, of a piece of evidence

E, if Pr(E|H1) > Pr(E|H2) and Pr(H1|E) > Pr(H2|E)
then H1 is a better explanation of E than H2. (Glass 2007:

281–282)

Likelihood still plays the major role in this explanation ranking

condition. Posterior probability, Pr(H|E), is the function of prior

probability, Pr(H), likelihood, Pr(E|H), and the probability of ev-

idence, P (E). The probability of evidence Pr(E) is constant among

the competing hypotheses, i.e., each competing hypothesis has to

explain the same abductive trigger. Hence, the ranking according to

the explanation ranking condition depends only on likelihoods and

priors. If the priors of competing hypotheses are equal or the best

explanation has lower prior probability than competitors then the

goodness of the best explanation comes from the sufficiently high

likelihood. If the best explanation has higher prior probability then

the goodness comes from likelihood and prior probability. The intro-

duction of posterior probability serves as its only role to constrain

that prior probability should not be too small. Sufficiently high like-

lihood can offset the prior probability and be alone sufficient to rank

a hypothesis as the best one. Moreover, if a hypothesis entails the

evidence, then ML & MPOST converts into MPRIOR.

Glass (2007) proposes to determine the best explanation as the
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one that best coheres with the evidence. According to him, a sat-

isfactory account of the best explanation should satisfy the expla-

nation ranking condition. The explanation ranking condition is a

special instance of the Bovens-Olsson condition, a minimal sufficient

condition for the relation “. . . more coherent than . . .”:

for an information pair A,B and probability distributions

P and P ′, if P (A|B) > P ′(A|B) and P (B|A) > P ′(B|A),
then A,B is more coherent on probability distribution P

than on probability distribution P ′. (Bovens and Olsson

2000: 688)

There are several measures of coherence in the literature, but only

one of those measures (Olsson 2002; Glass 2002) satisfies the Bovens-

Olsson condition and, consequently, the explanation ranking condi-

tion:

CO(A,B) =
Pr(A ∧B)

Pr(A ∨B)
.

Therefore, according to Glass, one should use exactly this measure of

coherence to measure explanatory power. By using Bayes’ theorem

and assuming that Pr(A ∧B) �= 0, it can be rewritten as,

EG = C(H,E) = [
1

Pr(H|E) +
1

Pr(E|H)
− 1]−1.

Glass calls it the overlap measure of coherence. The best expla-

nation, according to this measure, is a hypothesis that is the most

coherent with the evidence, i.e., has the highest value of C(H,E).

Nevertheless, as it is evident from the last formula, this measure is

still an instance of ML & MPOST.

Niiniluoto (2004: 73) notes that an account, according to which,

the best explanation is a hypothesis that maximizes the difference

Pr(H|E) − Pr(H), is one more possible probabilistic account of

explanatory power. This account is also a version of ML & MPOST
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and it also converts into MPRIOR when the hypothesis entails the

evidence. However, Niiniluoto does not stick exclusively to only one

probabilistic account. For him, ML, MPOST and ML & MPOST

are all equally plausible explications of explanatory goodness.

To sum up, probabilistic accounts of explanatory goodness are

different combinations of ML, MPRIOR and MPOST. MPOST is a

function of likelihood, prior probability (it is also a function of the

probability of evidence, but all the competing hypotheses have to

explain the same evidence, hence it can be held constant), there-

fore all the probabilistic accounts are functions of either likelihood

Pr(E|H), prior probability Pr(H) or a particular combination of

the two. Moreover, if probabilistic explication were an adequate ex-

plication of the concept of explanatory power, we do not need to be

very precise about the exact relation between ML and MPRIOR in

this explication. All other things being equal, we would want a hy-

pothesis with a higher likelihood of having more explanatory power

or, all other things being equal, we want a hypothesis with a higher

prior probability of having more explanatory power. IBE does not

need a cardinal ordering of explanatory power. An ordinal ordering

is sufficient for the task at hand: to distinguish the best explanation

among the competing ones.

Nevertheless, the thesis is not going to provide a probabilistic ac-

count of explanatory power. It is going to be argued further that the

explanationist account is a more fundamental account of explana-

tory power than the probabilistic one and because of that, should

be given preference.

1.4.2 Explanatory Likeliness is not Explanatory Power

Explanationists argue it is incorrect to equate the best explanation

with probabilistic considerations, and they are correct. There are
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several arguments in support of this claim.

Firstly, and most importantly, IBE is an ampliative way of rea-

soning and Bayesianism is not. Every abductive inference claims

more than deductively follows from the abductive trigger, back-

ground knowledge and any other data. IBE can suggest new hy-

potheses. It also suggests how likely one or other hypothesis can be.

For example, it claims that a hypothesis that is the best explanation

is the most probable hypothesis. On the other hand, Bayesianism

is deductive, and therefore it cannot be ampliative. It merely read-

justs the probabilities of known hypotheses, it cannot introduce new

hypotheses. All the relevant probabilities have to be given before

it could determine which of the hypotheses is the best or the most

probable. It cannot operate if the relevant probabilities are not

given. It cannot suggest how likely one or other hypothesis can be

if there are no prior probabilities or likelihoods for them. In other

words, deductive inference cannot express an ampliative inference.

According to Psillos,

this content-increasing aspect of IBE is indispensable, if

science is seen, at least prima facie, as an activity that

purports to extend our knowledge (and our understand-

ing) beyond what is observed by means of the senses. Now,

Bayesian reasoning is not ampliative. In fact, it does not

have the resources to be ampliative. All is concerned with

is maintaining synchronic consistency in a belief corpus

and (for some Bayesians, at least) achieving diachronic

consistency too. (Psillos 2004: 88–89)

Okasha (2000) and Weisberg (2009) point out that here lies the main

advantage of IBE over Bayesianism. According to Okasha,

in those cases where agents respond to new evidence by
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inventing new hypotheses, the Bayesian model is silent.

(Okasha 2000: 707)

Moreover, when prior probabilities do not exist,

one of the chief advantages IBE has over Subjective Con-

ditionalization is that it provides some basis for preferring

one theory over another in such cases. (Weisberg 2009:

133)

The explanationist account of IBE is thus more sensitive than prob-

abilistic. Explanationists would suggest a choice among hypotheses

in some cases when probabilistic measures would not be able to de-

termine any difference at all.

Secondly, there are hypotheses that are explanatorily preferable,

but are not the most probable. For example, scientists prefer hy-

potheses that have a greater content (are more informative, are log-

ically stronger), however, a hypothesis with a greater content has

more ways of being false than one with a smaller content (Lipton

2004: 116), hence it has to be less probable. Glass (2007: 293) gives

an example. A hypothesis H1 that the die is biased to 2 is more

informative than a hypothesis H2 that the die is biased to an even

number. However, H1 entails H2 and therefore H1 simply cannot be

more probable than H2 even though it is more interesting because

it makes a more specific prediction. Similarly, consider two nested

models, a linear one y = a+bx (LIN) and a parabola y = a+bx+cx2

(PAR). (LIN) is a subset of (PAR), because (PAR) can express

(LIN), but not vice versa. According to Forster and Sober (1994:

22), no matter what the likelihoods are, there are no possible prior

probabilities consistent with probability theory that would change

the fact that Pr(PAR|Data) ≥ Pr(LIN|Data). However, scientists

sometimes prefer (LIN) over (PAR). Logically stronger or more in-

69



formative hypotheses are usually more explanatorily powerful than

logically weaker or less informative rivals. However, the former, ac-

cording to the probability theory, cannot be more probable than the

latter.

The point that probabilistic considerations might not lead to the

most preferable explanation is also illustrated by the base rate fal-

lacy. According to Psillos,

the base rate fallacy (no matter how one reads it) shows

that it is incorrect to just equate the best explanation of

the evidence with the hypothesis that has the highest like-

lihood. (Psillos 2004: 86)

This is because a hypothesis that has a very high likelihood might

not have a high enough posterior probability if its prior probability

is too low. In this case, if the best explanation were equated with

the highest likelihood, the best explanation might not appear to be

the most likely one.

Thirdly, explanationists often claim that explanatory power can

help to distinguish empirically equivalent hypotheses. Hence, ex-

planatory considerations should go further than empirical consider-

ations. Probabilities, on the other hand, are most often established

and adjusted empirically by means of conditionalization. Therefore,

if probabilistic criteria are empirical criteria, then the concept of

explanatory power has to be broader than mere probabilistic con-

siderations.

Finally, if one equates the best explanation with the probabilistic

considerations, then the concept of IBE becomes redundant. Either

there is something more than mere probabilistic considerations in

explanatory considerations or IBE stands for the same thing as prob-

abilistic considerations and therefore is redundant. If probabilistic
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measures of explanatory power were adequate, then IBE would be

nothing more than an instance of Bayesianism. IBE thus is a gen-

uine philosophical idea only if there is more in reasoning, especially

scientific, than mere Bayesianism can express. Lipton (2004) em-

phasizes a distinction between the likely and the lovely explana-

tions. The likeliest explanation is a hypothesis that is determined

as the most probable on the Bayesian grounds. The loveliest expla-

nation is a hypothesis that would, if true, provide the deepest un-

derstanding, and that would be likely because of its explanatory and

understanding-enhancing merits. Explanationists bind explanatory

power with loveliness, rather than with likeliness. With the latter

IBE loses all of its excitement (Psillos 2002: 617)

and it

would in my view take away almost all the interest in the

explanationist programme. (Lipton 2001a: 94)

The identification of the best explanation with the most probable

explanation would take away all the excitement precisely because

IBE is an advance only if it reveals more about inference

than that it is often inference to the likeliest cause. (Lipton

2004: 60–61)

Explanationists claim that explanatory considerations rather than

probabilistic ones determine what it is for an explanation to be a

good one. The allegedly exciting idea behind IBE is that the best

explanation identified by the explanatory considerations would be

the one that is also the most probable one. Therefore, according to

Lipton, any proper explication and defense of IBE has to show that

loveliness is a guide to likeliness. (Lipton 2001a: 94)
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On the other hand, Bayesianism can use the Dutch Books ar-

gument to argue that the explanationist account does not provide

an adequate account of explanatory power and that a probabilistic

account should be chosen instead of it. Bayesianism claims that a

person is rational only if the probabilities with which she holds her

beliefs conform to the axioms of the probability theory and, when she

changes the probabilities of her beliefs, the changes conform to the

Bayes’ theorem. The Dutch Book argument is applied to justify the

axioms of the probability theory by showing why the probabilities,

with which one holds her beliefs, ought to conform to the axioms.

If the probabilities of beliefs did not conform to the axioms of the

probability theory, then a person would be susceptible to agreeing

to participate in a Dutch Book: a set of bets that would guarantee

a sure loss for the person, no matter what the actual outcome of the

bets is. There is a distinction between a synchronic Dutch Book—a

set of bets that one would accept all the bets at one time—and a

diachronic Dutch Book—a set of bets that one would accept over

time in some particular order. No matter what the actual set up of

a Dutch Book is, it guarantees a sure loss for a participant because

of its logical form. Ramsey (1931) and de Finetti (1964) in an article

published in 1937 have used a synchronic Dutch Book argument to

justify the probability theory. The diachronic Dutch Book version

is credited to David Lewis (Teller 1973: 222).

The Dutch Book argument is used by van Fraassen (1989: 160-

170) to argue that the only rational way to modify beliefs is the

Bayesian one and that if one modifies one’s beliefs by preferring

best explanations, then these beliefs would become incoherent. Van

Fraassen presents an example, where one such person would suf-

fer a sure loss in a Dutch Book. The example analyzes die tossing

and probabilities of various hypotheses that the outcome would be
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an ace. The die is tossed multiple times and the probabilities of

hypotheses are updated according to Bayes’ theorem. Then van

Fraassen presents us to Peter who updates his beliefs about the ace

as an outcome by following a probabilistic version of IBE. According

to this rule, Peter first updates his beliefs according to the Bayes’

theorem and then slightly raises the probability of the best explain-

ing theory as a bonus for being the best explanation. By modify-

ing his beliefs this way—by adding probability bonuses to the best

explaining hypotheses—Peter would think that the set of bets sug-

gested to him is fair, even though he would surely suffer a loss if he

accepted the gamble. Assent to separate bets, but not to the bets as

a set, shows irrationality. The use of IBE as a rule to modify one’s

beliefs, according to van Fraassen, is irrational:

Someone who comes to hold a belief because he found it

explanatory, is not thereby irrational. He becomes irra-

tional, however, if he adopts it as a rule to do so, and even

more if he regards us as rationally compelled by it. (van

Fraassen 1989: 142)

However, van Fraassen’s argument is not without flaws. The main

idea of the criticism is that van Fraassen’s understanding and expli-

cation of IBE is incorrect. The probabilistic version of IBE in van

Fraassen’s argument is not and cannot be IBE. Firstly, in one of the

parts of his book titled “What IBE Really Is” van Fraassen argues

that IBE is

a rule to form warranted new beliefs on the basis of the ev-

idence, the evidence alone, in a purely objective manner.

[. . .] there explanation again is an objective relation be-

tween hypothesis and evidence alone. (van Fraassen 1989:

142)
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Hence, van Fraassen explicates IBE as a function that takes evi-

dence as an argument and gives a hypothesis as a result. However,

IBE is a function that takes as its arguments evidence and back-

ground knowledge. Douven (1999: S426) one more time reminds us

that IBE is inferable only with the help of background knowledge

and, therefore, is not inferable in every possible context. According

to Douven, van Fraassen presents exactly such a context, where a

proponent of IBE would not agree to apply IBE. There is no back-

ground knowledge. There is only an intentional condition that the

die is alien, i.e., that there is absolutely no knowledge how it can

behave.

Secondly, despite the fact that van Fraassen in the previous quote

correctly describes IBE as a rule that form new beliefs, in his Dutch

Book argument IBE is used as a rule to adjust the probabilities of

beliefs in response to new data rather than as a rule to form new

beliefs.

Finally, there is no IBE in van Fraassen’s argument because hy-

potheses are formed to predict the future rather than to explain

something. Peter (in the gamble) guesses the future: what will the

outcome of the die toss be. IBE, on the other hand, considers ex-

planations of past events. If there is no abductive trigger, i.e., a fact

that would ask for an explanation, then there cannot be abduction,

and, consequently, there cannot be IBE.

IBE is susceptible to the Dutch Book argument only if IBE is

defined as adding bonus probability to the posterior probability of

the best explaining hypothesis. According to Okasha,

if we accept van Fraassen’s way of modeling IBE within

the Bayesian framework—as a rule for adding bonus points

to explanatory hypotheses—the conflict between IBE and

Bayesian rationality constraints is inescapable. (Okasha
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2000: 702)

However, explanationists choose a rather different way of incorpo-

rating explanatory considerations into probabilistic framework. Ex-

planatory considerations are claimed to determine the very prob-

ability distributions rather than simply add explanatory bonus to

already determined probability distributions. This is one more ar-

gument to show that van Fraassen’s explication of IBE is not correct.

To sum up, explanationists do not deny that loveliness correlates

with probability. However, they claim, it is explanatory loveliness

that determines likeliness rather than likeliness determining loveli-

ness. Explanatory power is seen as probability enhancing and con-

firmation conducive. High probability and empirical confirmation

are claimed to be the by-products of explanatory power. Therefore,

the goal for defenders of IBE is to give an account of the

‘best explanation’ in terms of loveliness and show that a

feature of such an explanation will be its likeliness, i.e.,

high posterior probability. (Glass 2007: 280)

This task can be interpreted in two ways: literally and more liber-

ally. Literal reading suggests that if IBE is an inference to the truth

of a hypothesis, then after the evaluation of explanatory power the

prior probability of the hypothesis has to be set to Pr(H) = 1 (or at

least close to 1). If IBE is really reliable, then after the condition-

alizing and testing of the hypothesis the probability has to remain

constant, i.e., it has to remain Pr(H|E) = 1 (or at least close to 1).

A more liberal reading suggests that after the evaluation of explana-

tory power the best explaining hypothesis has to be assigned the

highest prior probability among the competing hypotheses. If IBE

is really reliable, then after the conditionalizing and testing of all the

competing hypotheses the best explanation (the one with the highest
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posterior probability) has to remain to be the one with the highest

prior probability among the competing hypotheses. These readings

show the epistemic rationalism in IBE. The mere contemplation of

explanatory loveliness should indicate what is true or would be em-

pirically best confirmed. Bayesianism describes how probabilities of

beliefs should be changed and updated. IBE, supposedly, indicates

what beliefs are true. Hence, it follows that beliefs inferred by IBE

should not change their probabilities.

The literal reading corresponds to the deductive aspirations of

IBE. The more liberal reading is the reading that shows how ex-

planatory considerations can facilitate the determination of proba-

bility distribution. Chapter 2 is going to argue that neither reading

is correct, nevertheless, the next section is going to show that the

second reading, albeit false, is at least useful if there are no better

means of evaluating probability distributions.

1.4.3 Explanatory Power and Determination of Probabil-

ity Distribution

The section is going to argue that the explanationist explication of

the explanatory power is more fundamental than the probabilistic

ones, because probabilistic accounts have hardly anything to say

about how the probabilities that are used in the evaluation of ex-

planatory power are determined in the first place. The explanation-

ist account, on the other hand, proposes to determine probability

distributions on explanatory grounds: to assign a higher marginal

probability and likelihood to hypotheses that satisfy explanatory

virtues better and vice versa.

If the best explanations were identified with ML or MPRIOR, or

their combination, then the best explanations would appear to be

the most probable ones after all (the one with the highest posterior
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probability). However, it would be trivially so, because explanatory

power would be a function of the same arguments as the posterior

probability is: both explanatory goodness and posterior probability

would be functions of likelihood and prior probability (the proba-

bility of evidence is the same among all of the competing hypothe-

ses, therefore it would not influence the final functional comparative

value).

Moreover, the identification of the best explanation with ML or

MPRIOR faces a further problem: how likelihoods and probabilities

are established in the first place. For example, subjective and objec-

tive Bayesianists do not agree how the relevant probabilities should

be determined. In other words, the best explanation may be the

most probable, but then it is not clear what “the most probable”

stands for. The identification of explanatory goodness with prob-

abilistic values would require additional means to determine likeli-

hoods and prior probabilities. On the other hand, if there was an

alternative way of measuring explanatory power, then it would also

be an indirect way to measure the degrees of likelihoods and prior

probabilities. Explanationists deal with both of these problems by

claiming that explanatory considerations do not simply lead to prob-

ability, but that they determine or can be used to determine likeli-

hoods and prior probabilities. This ability is seen as a reconciliation

between IBE and Bayesianism.

Bayes’ theorem refers only to prior probability and likelihood (the

posterior probability is derivative and the probability of the evidence

is not about the evaluated hypotheses (moreover, the abductive trig-

ger is a known true fact, therefore Pr(E) = 1) or at least it is

constant among the competing hypotheses), hence a reconciliation

of IBE and Bayesianism through likelihoods and priors is the only

way to make the reconciliation. Sober (2002) illustrates the point.
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Bayes’ theorem implies the following comparative principle:

Pr(H1|E) > Pr(H2|E) if and only if

Pr(E|H1)× Pr(H1) > Pr(E|H2)× Pr(H2).

Hence a hypothesis H1 can have a higher posterior probability than

H2 if and only if H1 has a higher likelihood than H2, a higher prior

probability, or both. This in turn implies that

if ‘more plausible’ is interpreted to mean higher poste-

rior probability, then there are just two ingredients that

Bayesianism gets to use in explaining what makes one hy-

pothesis more plausible than another. This means that if

simplicity does influence plausibility, it must do so via the

prior probabilities or via the likelihoods. If the relevance

of simplicity cannot be accommodated in one of these two

ways, then either simplicity is epistemically irrelevant or

(strong) Bayesianism is mistaken. (Sober 2002: 22)

If we substitute the talk about simplicity for talk about explanatory

considerations, then we get that if explanatory considerations do

influence the posterior probability, they must do so via the prior

probabilities or vie the likelihoods.

Harman (1970; 1999), Salmon (1970; 1990) and Weisberg (2009)

claim that prior probability may depend or should depend on ex-

planatory considerations. Salmon actually uses the term “plau-

sibility considerations” rather than “explanatory considerations”,

however by plausibility Salmon (1970: 80) means fit with back-

ground knowledge (currently accepted scientific theories)—which is

coherence. Day and Kincaid (1994), Lipton (2001a; 2004), McGrew

(2003), Okasha (2000), Sober (1990; 2001) and Weber (2009) more

or less explicitly mention that both prior probability and likelihood
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may or should be determined by explanatory considerations. Fi-

nally, Niiniluoto (1999b) mentions that explanatory considerations

can be manifested in prior and posterior probabilities.

All these suggestions mean that explanatory considerations may,

should, or actually determine prior probability distribution and/or

likelihood distribution. The better the explanation, the higher its

prior probability, likelihood, or both will be. The worse the explana-

tion, the higher probability and/or likelihood of its competitors will

be. Most often it is mentioned that the fit with background knowl-

edge affects the plausibility of a hypothesis and, consequently, the

relevant probability distributions. However, explanatory considera-

tions include more different explanatory virtues than mere coherence

with background knowledge.

Some philosophers claim that explanatory considerations should

provide normative constraints for assigning probability distributions

within Bayesianism. For example, Psillos (2004: 87) claims that

mere permission or possibility to use explanatory considerations in

evaluation of probabilities is not an exciting option for the theory of

IBE to take. According to him, the more preferable way, if IBE were

to be incorporated into Bayesianism, is to take explanatory consider-

ations as normative constraints on the specification of prior probabil-

ities. However, Psillos remains rather skeptical whether this should

actually be accomplished. Weisberg (2009: 137), similarly, suggests

that explanatory considerations can help the objective Bayesianism

to fix objective prior probabilities either by complementing existing

objectivist principles or by replacing them altogether. The details of

the concept of explanatory goodness, according to him, should pro-

vide constraints or fix the prior probabilities of beliefs that agents

ought to have.

Huemer (2009a) argues for a way that explanatory considerations
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can complement existing objective Bayesianism principles and play

a role in determining prior probability. Explanatory considerations,

according to him, can facilitate a partial solution to the problem

of interpretation of the principle of indifference. According to the

principle of indifference or the principle of insufficient reason, when

there is no evidence favoring any of n mutually exclusive and jointly

exhaustive alternative hypotheses, then one should assign each of

them probability 1/n. However, the principle leads to paradoxes,

i.e., contradictory probability distributions. For example, suppose

we have a full deck of cards. What is the probability that two cards

picked would be both red? According to one possible application

of the principle, the probability of picking one red card is 1/2 and

the probability of picking two is the product of single probabilities,

i.e., 1/2 × 1/2 = 1/4. According to another possible application of

the principle, there are three possible outcomes: both cards would

be red, both cards would be black, or one card would be red and

another one would be black. Hence, the probability of picking two

red cards is 1/3. Both answers are applications of the principle

of indifference, but together they are inconsistent, and because of

that the principle is judged to be inconsistent. Huemer claims that

consistency can be restored if the principle of indifference is applied,

i.e., equal probabilities are assigned, at the most explanatory basic

level.

I call this the Explanatory Priority Proviso to the Prin-

ciple of Indifference. Suppose, that is, that we have two

partitions of the space of possibilities, one that divides

the possibilities into mutually exclusive, jointly exhaustive

alternatives h1, . . . , hn, . . ., and another that divides the

possibilities into mutually exclusive, jointly exhaustive al-

ternatives j1, . . . , jn, . . .. Suppose further that each of the
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hi is explanatorily prior to each of the ji. Then the former

partition should be preferred to the latter for purposes of

applying the Principle of Indifference. (Huemer 2009a: 11)

A is explanatory prior to B if A is temporary prior to B, if A is a

cause of B, if A is a constituting part of B, if B hold in virtue of

A, if B supervenes on A, etc. (Huemer 2009a: 8–9). In the case of

our example, a card is a constituting part of a collection of cards,

therefore assigning probabilities to individual cards rather than to

collections of cards is explanatory prior and, consequently, the first

of examples above would be the proper, according to Huemer, way

of applying the principle of indifference.

There is also one more way to make reconciliation between IBE

and Bayesianism if one wants the best explanations to have the high-

est posterior probability. One can simply add bonus probability to

the posterior probability of the best explanation. This is how van

Fraassen (1989) explicates IBE in the framework of Bayesianism. He

also shows that this leads to the susceptibility to the Dutch Book

and, therefore, incoherence. The Dutch Book argument will be dis-

cussed further in the text. For now it suffices to state that if one

wants the best explanation to have the highest posterior probabil-

ity, she should not add bonus probability to posterior probability,

but the very prior probability distribution and likelihood distribu-

tion should be determined by explanatory considerations. This is

probably the only way to escape the menace of incoherence.

Explanationist account seems to be explanatorily prior to the

probabilistic accounts. Probabilistic accounts can evaluate compet-

ing explanations, but they are of no use if there are no probability

distributions for these explanations at hand. On the other hand,

the explanationist account can not only evaluate competing expla-

nations, it also provides or at least suggests the means to assess
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probability distributions. Hence, probabilistic accounts are neither

necessary nor sufficient for the task at hand. The explanationist

account is not only sufficient, but can also be considered necessary

while there is no better means to evaluate the initial plausibility of

explanations.
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Chapter 2

Is IBE Truth-conducive?

2.1 Deductive Aspirations of IBE

The conclusion of a deductive inference explicates what follows from

its premises. If an inference is deductive, then its conclusion can-

not be less true than its premises. If the premises are true, then

necessarily the conclusion is true.

IBE aspires to be similar to deduction. A form of inference is

deductively valid, if true premises necessarily entail true conclusion.

Therefore, IBE would be valid in this sense, if true premises of IBE

would necessarily entail that the conclusion of IBE is true. The

premises of IBE have the following form:

The surprising fact, C, is observed;

But if A were true, C would be a matter of course,

No other hypothesis can explain C as well as A does.

The conclusion of IBE has the following form:

Hence, A is true.

Therefore, IBE would be valid, if the capacity of a hypothesis to

explain the abductive trigger together with the hypothesis being

the best explanation for the abductive trigger would entail that the
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hypothesis is true. This proposition is exactly what the theories

of IBE argue for: an explanatory power of a particular (highest

among the competitors and sufficiently high in itself, e.g., better

than its negation) degree is a sufficient condition for the truth of an

explanatory hypothesis. In other words, the theories of IBE claim

that if a hypothesis actually explains some phenomena of interest

and if there is actually no better explanation than the hypothesis

under consideration, then it is impossible that the hypothesis is not

true or at least is not close to truth.

On the other hand, this validity depends not on the logical form

of the inference, as is the case of deductive inference, but on the

particular propositional content of the particular inference: logi-

cal, ontological, nomological, etc. relations contained in the back-

ground knowledge and hypothesized by the explanatory hypothesis.

It means that IBE is material inference, not formal. Deductive forms

of inference, given true premises, have true conclusions because of

their formal features: the conformity of their logical forms to the log-

ical truths. IBE, given true premises, can have true conclusions only

because if the ontological, nomological, etc. relations (in addition to

logical ones) it makes us of are true.

IBE resembles deduction in several other aspects. The strongest

resemblance between IBE and deductive inference lies in the fact

that the logical form of the evaluation of the explanatory power

among the competing hypotheses in IBE mimics the disjunctive syl-

logism. Firstly, one selects a set of potential explanations: this forms

a disjunction of explanatory hypotheses. Then, one reviews and re-

jects hypotheses from this disjunction due to their insufficient or

inferior explanatory power till only one most explanatory powerful

hypothesis is left, which comes to be declared true.

Secondly, deductive conclusions cannot be less true than their
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premises. In other words, deductive conclusions are necessarily e-

qually true or more true than their premises. This is most evident

in the multivalued logic where the truth value of a conditional (and,

analogously, of an inference) is calculated by the equation

ψ → ϕ = min(1, 1− ψ + ϕ)

or, in other words, where the conditional is true, ψ → ϕ = 1, if and

only if the truth value of the antecedent is less or equal to the truth

value of the consequent, ψ ≤ ϕ. A similar feature is ascribed to

IBE. Proponents of IBE claim that the conclusions of IBE are often

more probable than their premises. For example,

because of [. . . ] and the unifying power of the best ex-

planation, we may have more reason to believe a theory

than we initially had for believing the data that supports

it (Lipton 2004: 205)

or

abductions often display emergent certainty; that is, the

conclusion of an abduction can have, and be deserving of,

more certainty than any of its premises. (Josephson and

Josephson 2003: 15)

IBE performs a comparative evaluation—evaluating which of the

competing explanations is the best one—but infers an absolute con-

clusion—the best explanation is true (not simply that it is most

likely to be true among the competing explanations). However, only

deductive forms of inference allow us to infer absolute conclusions.

Thus appear the deductive aspirations of IBE: even though IBE is

merely a form of inductive inference and can provide only a probable

conclusion, IBE is claimed to produce an absolute conclusion.
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Proponents of IBE are aware that IBE is not and cannot be de-

ductively valid. Nevertheless, theories of IBE maintain that IBE is

truth-conducive, that IBE is a reliable rule of inference, and that

it provides a good strategy to look for truths. The present chapter

is going to evaluate these deductive inspirations: what are the rea-

sons to believe in the truth of a hypothesis given that it is the best

explanation for some abductive trigger of interest?

2.2 Reliabilist-Coherentist Justification

Reliabilism and coherentism constitute the main strategy that pro-

ponents of IBE use to epistemically justify IBE. More particularly,

proponents of IBE appeal to the reliability of IBE and justify the

reliability with an appeal to coherentism.

Process reliabilism claims that a belief is justified in case the belief

is a product of a reliable belief formation process, i.e., a process that

leads to a high proportion of true beliefs or that is prone to produce

true beliefs rather than false ones. Thus a conclusion of IBE is

claimed to be justified, because it is the product of IBE and IBE is

a reliable belief formation process. As Lipton puts it,

I take it that our inductive practices are reasonably reli-

able, certainly better than random guessing. (Lipton 2004:

145)

The reason for this confidence in its reliability is claimed to be

several-fold. Firstly, the past performance of IBE is an indicator

of future performance. The past performance was successful and an

inductive generalization is made that future performance will also

be successful (Lipton 2007: 459–460, Psillos 1999: 81–91). Secondly,

the past performance of IBE is an indicator of what features of IBE

were responsible for the successes and failures and this allows us
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to modify the use of IBE so as to improve its performance (Lipton

2007: 460). Thirdly, the innateness of IBE as a human cognitive

capacity shows that this capacity is reliable (Carruthers 1992: 110).

Fourthly, the constantly accumulated knowledge constrains and re-

fines the set of potential explanations and the set of reliable and

useful explanatory considerations thus making IBE even more reli-

able as times passes. This process is reliable, because it safeguards

the coherence of the total belief corpus (Lipton 2004: 148; 2007:

460; Psillos 2002: 619).

The third reason is the most important and is considered to be the

most powerful justification of the reliability. This is the part where

coherentism is used to justify IBE. Coherentism claims that a belief

is justified if the belief coheres with other beliefs that are or would

be believed. This condition is in some respect equivalent to the

definition of IBE. IBE is an inference to the explanatory hypothesis

that best coheres with background knowledge. Hence description is

both a definition and a justification of IBE.

Lipton (2004: 148–151) describes the process of IBE as an ap-

plication of the twofold filter of explanatory loveliness on the set of

all the possible explanatory hypotheses (our division of IBE into an

abductive step and an evaluative step corresponds to this twofold

filter). This is the paradigmatic example of the use of coherence in

IBE. In the first filter, background knowledge favors those possible

hypotheses that cohere with it and thus discriminates a shortlist of

potential explanatory hypotheses. In the second filter, background

knowledge determines the set of relevant explanatory considerations

and applies them to select the actual (the best and, supposedly, true)

explanation out of the set of earlier chosen potential explanations.

The background knowledge is considered to be true and this truth-

likeness is claimed to transfer to the conclusion of IBE. Moreover, it
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is not the case that the background knowledge itself is taken as not

requiring any justification. Its only justification is that it is itself

the product of prior applications of IBE. Background knowledge de-

termines what is lovely and loveliness reciprocally determines what

is going to become future background knowledge. Hence, coherence

with background knowledge directs the selection of potential expla-

nations, the evaluation of potential explanations and determination

of the best explanation. All this ensures that no belief or proposition

will become a part of accepted knowledge, if it does not cohere with

what is already accepted as true. Similarly, Psillos maintains that

explanatory coherence is

a vehicle through which an inference is performed and jus-

tified. IBE is the mode of inference which effects amplia-

tion via explanation and which licenses conclusions on the

basis of considerations which increase explanatory coher-

ence. (Psillos 2002: 619)

IBE is an inductive kind of inference, because every instance of

IBE is underdetermined by the evidence. There is always at least

a logical possibility of an alternative explanation of the abductive

trigger. The set of potential explanations can never be exhaustive

and complete. The actual explanation can appear to be the one

that was not considered as a potential explanation. Van Fraassen

elaborates this line of reasoning and presents an argument known

as the bad lot argument or the argument from underconsideration.

IBE selects the best from the already given pool of explanatory

hypotheses. It is impossible to know whether we have considered all

possible potential explanations. Hypotheses that are not proposed

and are not known are not evaluated. The actual explanation can

be among those unknown hypotheses. Hence,
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our selection may well be the best of a bad lot. (van

Fraassen 1989: 142)

If the theories of IBE, nevertheless, insist that one can still make

an absolute inference to the truth of an explanatory hypothesis from

a comparative evaluation, then, van Fraassen argues, the proponents

presuppose a privileged access to the truth:

for me to take it that the best of set X will be more likely

to be true than not, requires a prior belief that the truth

is already more likely to be found in X, than not. (van

Fraassen 1989: 142)

If the theories of IBE do not presuppose privileged access, then it is

very unlikely that the actual true explanation will be among known

hypotheses rather than among many hypotheses that would explain

the abductive trigger, but are not yet formulated and maybe never

will be.

Peirce indeed argues that people have a privileged access to truth:

man has a certain Insight, not strong enough to be oftener

right than wrong, but strong enough not to be overwhelm-

ingly more often wrong than right, into the Thirdnesses,

the general elements, of Nature. An Insight, I call it, be-

cause it is to be referred to the same general class of opera-

tions to which Perceptive Judgments belong. This Faculty

is at the same time of the general nature of Instinct, resem-

bling the instincts of the animals in its so far surpassing the

general powers of our reason and for its directing us as if

we were in possession of facts that are entirely beyond the

reach of our senses. It resembles instinct too in its small

liability to error; for though it goes wrong oftener than

right, yet the relative frequency with which it is right is
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on the whole the most wonderful thing in our constitution.

(Peirce 1934: 5.173)

More particularly, Peirce (1958: 7.220) argues that abduction would

make no sense if people did not have an instinct “in a finite number

of guesses” to stumble upon the correct hypothesis. Nevertheless,

abduction is successful and because of that one is forced to infer that

people do indeed possess this kind of instinct. Hence, Peirce argues

for the privileged access to truth in regard to abduction. Abduction

provides potential explanations for IBE to choose among. Therefore,

if Peirce is right, the privileged access to truth should hold for IBE as

well: the truth, i.e., the actual explanation, will be among the finitely

many guesses selected for the evaluation of explanatory power.

For Lipton the privilege is guaranteed by the reliability of IBE.

More particularly, Lipton (2004: 157–159) argues that the bad lot

argument rests on two premises that are mutually incompatible. One

of these premises states that there is no privileged access to the truth

(the no-privilege premise), i.e., that there is no reason to believe that

the actual explanation will always be among the potential explana-

tions that are chosen for the evaluation of their explanatory power.

The other of the premises states that the ranking of explanatory

power is reliable (the ranking premise), i.e., a hypothesis that is

the closest to the truth will always be evaluated as the best among

its competitors, even though one would not be able to know how

close to the truth the hypothesis actually is. As mentioned before

(1.3.1), background knowledge is the medium in which one evaluates

and selects the best explanation. The ranking premise states that

the evaluation is reliable. However, for the evaluation to be reliable

the background knowledge, which is used for evaluation, also has

to be true. If the background knowledge were not true, the eval-

uation would be distorted and the less true hypotheses would be
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often evaluated as better than the more true ones. In other words,

if background knowledge were not true, then the ranking premise

could not be true. Therefore, if one accepts the ranking premise,

one cannot reject the truth of background knowledge. Background

knowledge is the product of previous instances of IBE and current

instances of IBE will become a part of future background knowledge.

If the ranking premise is true, then best explanations have to be true

rather than merely closer to the truth than their competitors. But

this is possible only if the actual explanation is always in the set

of potential explanations chosen for the evaluation, i.e., only if the

no-privilege premise is false. Therefore, according to Lipton, if the

ranking premise is true, then the no-privilege premise has to be false,

the whole bad lot argument self-destructs and the truth claims of

IBE are safeguarded.

Lipton’s reply to the bad lot argument also rests on two premises:

the very same ranking premise and the premise that the background

knowledge is true. According to him, these two premises entail that

there always be the actual explanation among the generated hy-

potheses. However, the ranking premise and the truth of background

knowledge are also the claims—the truth of which—the theories of

IBE want to establish in the first place. The bad lot argument may

self-destruct in Lipton’s counter-argument. However, this does not

prevent the doubt that the premises of Lipton’s argument might not

actually hold in the first place.

The presence of background knowledge is very important to coun-

ter the bad lot argument. Psillos (1999: 217) concurs with Lipton

that the bad lot argument works only on the assumption that theory

choice operates in knowledge vacuum. However, the background

knowledge might not be true. The pessimistic induction argument

(2.5.2) shows that it was often false. The major reason to believe in
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the truth of background knowledge is IBE itself. The other reason

is a blind belief in its truth. As Psillos puts it,

undeniably, realists take an extra epistemic risk when they

say that background theories are approximately true; but

taking an extra risk is the necessary consequence of aspir-

ing to push back the frontiers of ignorance and to get to

know more things. (Psillos 1999: 222)

In this quote the truth of background knowledge is only a presupposi-

tion and its only justification is pragmatic: we do not know whether

background knowledge is true, but if we accept it tentatively as true,

then it can help us accomplish something else.

The possibility of conflicting ordering of explanatory loveliness

suggests that the ranking of explanatory loveliness might not be

reliable. Ladyman et al. (1997) appeal to the possibility that there

might not always be one best explanation:

that conclusion would require (at least) one further premise,

viz., that there is (almost) always a unique best explana-

tion, i.e., that the ordering of explanations for e accord-

ing to some standard of ‘goodness’ almost always has a

greatest element. But what justification is there for this

premise? (Ladyman et al. 1997: 309)

The possibility of conflicting orderings emerges because different ex-

planatory virtues may be considered as possibly mutually incom-

mensurable; therefore there always remains a possibility that in each

particular case it is impossible to provide the univocal best expla-

nation. This can happen because of several reasons.

Some explanatory virtues are not universally acceptable or ap-

plicable. Simplicity, for example, is one of the most often cited

explanatory virtues, however Carruthers notices that
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appeals to simplicity should cut little ice in the biological

realm. On the contrary, we should expect biological sys-

tems to be messy and complicated, full of exaptations and

smart kludges. (Carruthers 2006: 151)

Different definitions of simplicity lead to contrary orderings of ex-

planatory loveliness. Sober (2001) gives an example of two nested

models, one is linear y = a + bx (LIN) and another is parabola

y = a+bx+cx2 (PAR). (LIN) has two adjustable parameters (a and

b) and (PAR) has three (a, b and c), hence if one takes simplicity to

stand for fewer adjustable parameters then (LIN) is simpler model.

However, if one takes simplicity to stand for fewer assumptions then

(PAR) is simpler than (LIN), because (LIN) is equivalent to the con-

junction of (PAR) with an additional assumption that c = 0. If one

defines propositional logic only with the Sheffer stroke one will have

a semantically simpler system, but a much more complex system

syntactically. Lakatos goes as far as to claim

No doubt, simplicity can always be defined for any pair of

theories T1 and T2 in such a way that the simplicity of T1

is greater than that of T2. (Lakatos 1970: 131 note 106)

Assessment of unification virtue can also give conflicting order-

ings. H1 can have a larger cardinality of its consequence set than

H2, but H2 can explain more important facts. The MMH measure

of unification can rank hypotheses according to the degree of pos-

itive relevance they bring, but this measure is incapable ranking

hypotheses that entail their evidence.

Finally, different explanatory virtues may provide different con-

flicting ordering. For example, a very deep and precise explanation

would most often not be a very unifying one and vice versa. A very

broad explanation is not likely to be very precise.
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Schurz (2008) distinguishes 15 kinds of abduction patterns and

sub-patterns and claims that all of them employ different evalua-

tion criteria for explanatory power, different criteria can come into

mutual conflict and this implies that there is no unique criterion to

establish the best explanation. Persson (2007: 142–143) claims that

different concepts of explanation may select different hypotheses as

potential explanations and these selections, not to mention their

orderings of explanatory loveliness, might not even have common

members. For example, deductive-nomological, causal mechanical or

unificationist accounts of explanation may prefer different hypoth-

esis as the best ones. Even the sole causal mechanical account can

produce conflicting orderings if different accounts of causation (e.g.,

counterfactual and manipuliationist) will favor different hypotheses.

Lipton (2004: 142–144) dubs as ‘Hungerford’s objection’ a pat-

tern of arguments that claim that explanatory loveliness is too sub-

jective (depends on the eye of the evaluator) to give a decisive or-

dering. He claims that what counts as warranted inference depends

on available evidence, background knowledge, notion of explanation,

etc. which are themselves relative to the audience, hence, the rela-

tivity of explanatory loveliness is no more extreme than any of these

components. But this response does not escape the relativity; there-

fore it does not provide any reason to suppose that there cannot be

incommensurable ordering of explanatory loveliness. On the con-

trary, Lipton’s response only states that explanatory loveliness is no

more subjective than any other epistemic activity. Hence, it only

strengthens the suspicion that the theories of IBE do not escape the

menace of conflicting and incommensurable orderings.

The inter-relations between explanatory virtues (1.3.2) reduce the

possibility of incommensurability, but it is unlikely that it can be

totally escaped. There can be several good explanations that have
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their advantages in different aspects of explanatory loveliness. One

can reply that only when there is one unambiguous best explana-

tion is one entitled to infer the truth of the explanation. If there

is no uniquely best one, then one should not infer to the truth of

the allegedly best one. However, what the theories of IBE claim is

that if one wants to find a cause, she should look for the best ex-

planation. Moreover, this best explanation does not have to be the

uniquely best one, it suffices, as Lipton (2004: 56) states, that it is

good enough. One may also respond that a rational discussion can

help settle the question of which explanatory virtues, in a particu-

lar instance, are the most important. However, this response is a

dangerous path to take, because it can easily lead to situations as

described in social constructivism studies (e.g., Latour and Wool-

gar 1986; Collins and Pinch 1993): it can lead to theories that are

socially constructed rather than discovered.

Hence the premises of Lipton’s own counter-argument to the bad

lot are not without flaws. The background knowledge can be false

and the reliability of the ranking of explanatory power might not be

reliable. Nevertheless, there is another counter-argument to the bad

lot: the catch-all hypothesis argument.

The bad lot argument works only if one makes an absolute infer-

ence from a comparative argumentation. If one had the exhaustive

set of explanatory hypotheses, she would be deductively justified,

by disjunctive syllogism, to make an absolute inference from a com-

parison. The theories of IBE elaborate this line of reasoning and

propose a way to acquire an exhaustive set of hypotheses. When

there is only one explanatory hypothesis, evaluate the explanatory

power of this hypothesis in relation to the explanatory power of its

negation. When there are more than one competing explanatory

hypothesis, add a catch-all hypothesis that all the competitors are
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false (Lipton 2004: 155–157; Minnameier 2004: 88; Niiniluoto 1999b:

S447).

It may appear that this move warrants an absolute inference from

comparative considerations. The addition of a catch-all hypothesis—

a complement that would make the relevant set exhaustive—to the

set of abductive conclusions would make IBE an instance of dis-

junctive syllogism and, consequently, would make IBE deductively

valid. However, as Douven (2002) notes, the move is highly dubious.

The all-negating catch-all hypothesis would generally be hardly in-

formative. It would be hard to test, because generally its empirical

consequences would not be evident. Therefore,

qua explanation it will be ranked quite low (if it will be

ranked at all, which would seem nonsensical in case it is un-

clear what empirical consequences it has). (Douven 2002:

357)

Simple examples perfectly illustrate Douven’s claim. Suppose we ob-

serve that the light in a room went out. One potential, and suppose

the actual one, explanation for this is

(1) The light switch was turned off.

The corresponding catch-all hypothesis is

(2) The light switch was not turned off.

Another potential explanation can be

(3) The fuse blew out.

The corresponding catch-all hypothesis is

(4) The fuse did not blow out.

The catch-all hypothesis for both (1) and (3) is
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(5) The light switch was not turned off and the fuse did

not blow out.

There are three possible cases of evaluation of the explanatory love-

liness: (1) can be evaluated against (2); (3) against (4); and (1),

(3) and (5) among themselves. The true propositions are (1) and

(4). The false propositions are (2), (3) and (5). Hence, the catch-all

strategy seems to work, because in each of the three cases there will

be a true hypothesis among the competing hypotheses.

Nevertheless, let’s look closer at the second case where the false

(3) is evaluated against the true (4). Even if false, (3) is at first sight

a very good explanation. Very often lights go out exactly because

fuses blow out. In order to check whether it is actually the case

one has simply to go to the fuse and look if it has or has not blown

out. On the other hand, even if true, (4) is not a good explanation.

Its only empirical consequence is that the lights should keep shin-

ing, because the fuse is working perfectly, and this contradicts the

abductive trigger. One may argue that (4) is not an explanation

at all, because it does not presuppose any mechanism, causal story,

nomological laws, etc., i.e., it does not have any depth; it does not

provide understanding of why the abductive trigger occurred. As

an explanation the proposition “The light in the room went out,

because the fuse did not blow out” is an equivalent explanation to

the proposition “The light in the room went out, because the sofa in

the room did not change its color.” If this catch-all hypothesis was

a good enough explanation, then any true proposition, albeit totally

unrelated, would be as equally good an explanation as the catch-all.

Hence, in situations of this kind IBE would force one to choose a

good enough explanation that is a false proposition instead of the

true proposition that is not a good enough explanation.

Remember that we defined abduction as the first step of IBE
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(1.2). A hypothesis is accepted into the set of potential explana-

tions only if it explains the abductive trigger. If a hypothesis does

not explain the abductive trigger, it cannot be accepted into the set

of potential explanations. Hence, the catch-all hypothesis would not

be considered as a potential explanation if it did not explain the

abductive trigger, i.e., if it were not a possible conclusion of abduc-

tion. However, the catch-all hypothesis is a complement to the set

of existing potential hypotheses; therefore it is a product of com-

plementation and not of abduction. The catch-all hypothesis would

state that all the other potential explanations are false, that the

actual explanation is not among the other potential explanations,

so it would claim things that are opposite to the things that are

claimed in the other potential explanations, therefore, the catch-all

would explain the opposite things to the abductive trigger, i.e., that

the opposite to the abductive trigger has to be true. To repeat an

example, a blown fuse is an explanation for the failure of the light

bulb, but a catch-all for it “The fuse did not blow” will not explain

the failure of the light bulb, because, according to this fact, the light

bulb should remain lit. Therefore, the catch-all hypothesis cannot

be used to save IBE from the bad lot argument. Consequently, the

catch-all hypothesis cannot be used to make the set of potential ex-

planations exhaustive, so it cannot be used to save IBE from being

deductively invalid. IBE inherits deductive invalidity from abduc-

tion and always remains susceptible to the bad lot argument.

One can provide a more explanationist argument against the use

of a catch-all hypothesis. A particular instance of IBE is claimed to

work only because of particular substantial and contingent assump-

tions in the background knowledge that cannot be neatly formalized

(e.g., Psillos 2002). These substantial assumptions explain why a

particular explanation is a lovely explanation. Now, it follows that
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a catch-all hypothesis can be evaluated in regard to its explana-

tory loveliness also only with the help of substantive background

assumptions. The assumptions describe how the explanatory enti-

ties in the hypothesis bring about the abductive trigger. If there are

no explanatory entities, then it remains unknown how the abductive

trigger is brought about. A proposition stating that something is not

the case, hence, is not an explanation and cannot be an explanation.

Its explanatory depth is zero. Consequently, a catch-all hypothesis

will never be a lovely explanation if it does not have any positive

content. On the other hand, if a catch-all hypothesis does have a

positive content, if it posits some explanatory entities, then the bad

lot argument would be applicable to it. The bad lot argument would

ask what the reason is to believe that these particular explanatory

entities do the actual work rather than some as-yet unknown or un-

thought entities. Therefore, a catch-all hypothesis would not be a

good explanation or the bad lot would be applicable to a catch-all

hypothesis.

To sum up, Psillos claims that IBE strikes the best balance be-

tween ampliation and epistemic warrant. Lipton maintains that re-

liability of IBE is sufficient to counter the Humean skepticism about

the truth claims of inductive inferences. However, these claims are

dubious. Firstly, Lipton claims that IBE is no worse in respect to the

Humean skepticism than any other inductive method of reasoning.

The reply in its form is the same as Lipton’s reply to the Hunger-

ford’s objection, and it equally badly misses the point. IBE being

no worse than other inductive methods of reasoning does not imply

that it is any better. Secondly, as we have shown earlier, coheren-

tist justification of the reliability of IBE is not without flaws. The

background knowledge is not necessarily true. The ranking of ex-

planatory loveliness might not be unambiguous and consistent. The
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actual hypothesis might not necessarily appear among the hypothe-

ses chosen for the assessment of explanatory loveliness. The fact that

IBE usually worked in past does not guarantee that it will continue

to work in the future. The reliabilist-coherentist justification of IBE

too often uses inductive generalizations to establish a point. The

conjunction of all these generalizations, some of which are question-

able themselves, makes it very unlikely that IBE is truth-conducive.

2.3 Psychological Adequacy, Pragmaticism and

Evolutionary Justification

2.3.1 The Psychological Hypothesis

Studies in epistemology and philosophy of science rarely ask whether

IBE is typical to humans as such or sometimes even explicitly doubt

that people in fact invoke this form of reasoning in their ordinary

way of thinking. For example, van Fraassen claims:

[. . .] we can have no good evidence for the psychological

hypothesis that people do in fact follow the rule of inference

to the best explanation. (van Fraassen 1985: 295 fn. 19)

On the other hand, there are philosophers that declare the psycho-

logical adequacy of IBE (following van Fraassen we will call this

claim the psychological hypothesis). For example, there are philoso-

phers of mind who explicitly endorse that reasoning by IBE is a

psychological fact. According to Fodor:

it appears that much of what the mind does best is ‘abduc-

tion’ or ‘inference to the best explanation.’ (Fodor 2000:

97)

Carruthers (1992; 2006) also judges IBE to be a distinctively human

cognitive capacity. These philosophers do not argue for the psycho-
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logical adequacy of IBE, but accept it as a self-evident fact. IBE is

interesting for them as an object of study only to the extent that

it needs an explanation as to how it originated or how exactly it is

implemented in the mind. More particularly, (Carruthers 1992: ch.

7) claims that IBE is an innate capacity, because people possess it

even though they are not explicitly taught it, and because it does

not seem to be learned from experience. Fodor (2000), on the other

hand, tends to argue that abduction (Fodor, as can be seen in the

quote above, means by this term the same thing as IBE) is not likely

to be explained by any current theory of mind.

The present section enumerates empirical results in support of

the psychological adequacy of IBE. This adequacy is relevant for

the thesis, because the pragmatic and evolutionary justifications of

IBE rest on the truth of the psychological hypothesis.

The idea that IBE is a human cognitive capacity is not recent.

Theories of IBE merely develop Peirce’s claims about abduction or,

if the distinction between early and late Peirce (Gabbay and Woods

2005: 40; Psillos 2009a: 131) is tenable, the claims of late Peirce.

On the one hand, abduction for Peirce is a logical inference and the

only way to introduce new ideas (Peirce 1932: 2.96). On the other

hand, abduction for Peirce is also an instinct to guess the right kind

of hypotheses, and the postulation of this instinct is the only way to

explain the high rate of successful scientific hypotheses. Even though

the instinct is not infallible, it is much more successful than pure

chance would allow (Peirce 1934: 5.172–5.173, 5.591; 1958: 7.220).

Abduction for Peirce is a form of inference and a cognitive capacity

at the same time. Identification of abduction with an instinct makes

abduction not just a subject matter of logic, but rather a subject

matter of psychology (Paavola 2005: 143).
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The logical form of IBE is abductive (1.2) and remains abduc-

tive even after the evaluation of explanatory power (2.2). Every

instance of IBE is abduction, but not every instance of abduction is

IBE. Both abduction and IBE are non-deductive forms of arguments,

because the logical form of abduction and, consequently, of IBE is

deductively invalid. If someone reasons abductively and accepts the

abductive conclusion as true, she makes a logical fallacy known as

Affirming the Consequent (AC). Due to its abductive mechanism

IBE is deductively invalid and should be considered as an instance

of AC as well. However, experiments show that people, neverthe-

less, maintain AC as a valid form of inference rather often. Knauff

(2007) summarized the findings from a number of classical studies

that explored whether people do perceive various deductively valid

and invalid forms of inference involving a conditional premise as valid

or as invalid. The summary of five studies shows that around half

of the participants (from 27% to 75%) treated AC as valid (Knauff

2007: 21). This suggests that abduction as the logical form of IBE

is often perceived as valid even though it is not actually valid. Some

people would accept the conclusions of IBE as true although logic

does not permit that.

IBE is often characterized as an inference to the hypothesis,

which, if true, would be the best explanation or would provide the

most understanding (e.g., Lipton 2004). Studies show that an expla-

nation why a hypothesis can be true raises the perceived probability

of that hypothesis. Koehler (1991) in the section of his article “Ex-

plaining is Believing” enumerates experiments whose results indicate

that an explanation why a possibility may turn out true raises the

confidence in the truth of that possibility. First of all, a generation

of an explanation of why some future events can occur raises the

perceived likelihood of the actual occurrence of these events. For
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example, subjects predicted a victory of that college football team

whose hypothetical victory they were assigned to explain prior to the

prediction. Secondly, creation of an explicit explanation enhances

belief perseverance. That is, beliefs for which subjects were asked

to provide explanations, persevere and continue to be held true even

after the evidential basis for the explanations has been removed or

refuted.

Two further studies reveal how an ability to explain is some-

times used as an evidence for belief. A study by Koslowski et al.

(2008) shows that people more often accept some information as ev-

identially relevant in order to explain some event when there is a

broader causal explanation that can accommodate this information

than when such an explanation is absent. Brem and Rips (2000)

show that people tend to use explanations as a substitute for evi-

dence when evidence is missing, insufficient or is difficult to come

by. Evidence is required to test hypotheses. Relevant evidence either

raises or lowers the probability of a particular hypothesis. These two

studies indicate that people sometimes treat an ability to explain in

a similar way as evidence when they want to support a claim. Hence,

in these experiments people used explanations to raise the probabil-

ity of particular hypotheses.

Koehler (1991)’s words nicely summarize all those experiments:

The theme that emerges through the examination of this

empirical work is that any task that requires a person to

treat a hypothesis as if it were true can strengthen the

confidence with which that hypothesis is held. (Koehler

1991: 499)

In other words, people believe in those hypotheses that, if true,

would explain some event. According to the theories of IBE, actual
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explanations are those that, if true, would provide the best expla-

nation for an event. On the one hand, these results seem to support

the psychological adequacy of abduction rather than that of IBE.

People accept as true hypotheses that would explain, but not nec-

essarily hypotheses that are the best explanations. However, people

take explanations to be true (the feature of IBE) and not merely

possibly true (the feature of abductive inference). People seem to

be satisfied with even less demanding requirements than IBE asks

for. Hence, the results of these experiments tend to support the

psychological hypothesis.

Explanatory virtues explicate what it is for a hypothesis to be

a better explanation. The most commonly mentioned explanatory

virtues are the virtues of coherence, unification and simplicity. Their

role is twofold. Firstly, explanatory virtues are claimed to evaluate

and rank the explanatory power of competing explanations (1.3.1).

Secondly, explanatory virtues are claimed to evaluate prior probabil-

ities and likelihoods (1.4.3). Experiments show that people employ

explanatory virtues in both of these ways.

Thagard (1989) in his theory of explanatory coherence states that

people accept broader, simpler and deeper explanations as better.

Read and Marcus-Newhall (1993) conducted experiments to test dif-

ferent aspects of this theory. They discovered that subjects value

narrow explanations as better than broad explanations when ex-

plaining singular facts, although broad explanations are judged to

be better than narrow explanations when explaining the multiplic-

ity of facts. Breadth in this study is defined as an ability to explain

more facts; hence, it is used as a synonym for unification. Next, Read

and Marcus-Newhall discovered that in order to explain a multiplic-

ity of facts broad explanations are evaluated as much better than

conjunctions of narrow explanations. The authors claim that this
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result shows that people prefer simpler explanations. Finally, Read

and Marcus-Newhall observed that explanations are perceived to be

better when they are explained by a further explanation than when

they are not, i.e., deeper explanations are preferred.

Lombrozo (2007) examined only a sole explanatory virtue of sim-

plicity, but her results are very comprehensive and strongly support

both claims, distinguished above, that proponents of IBE associate

with explanatory virtues. Lombrozo conducted several experiments

that tested the relationship between simplicity and probability of ex-

planatory hypotheses. One experiment showed that people preferred

simpler explanations when information about their probability was

absent and preferred more probable explanations when information

about their simplicity was absent. Other experiments showed that

people assign higher prior probability to simpler explanations and

that complex explanations are valued more highly than simple ex-

planations only after disproportionate evidence for the complex ones

is given. Finally, one more experiment showed that only when infor-

mation about probabilities of explanations is unambiguous do people

prefer more complex hypotheses to simpler ones. Lombrozo’s main

conclusion is that simpler explanations are assigned a higher prior

probability when there is no clear information about their probabili-

ties and preference of simpler hypotheses ceases when that informa-

tion is revealed. These results are in line with the theories of IBE,

especially the claim that considerations about simplicity as an ex-

planatory virtue contribute to the assignments of prior probability

and the claim that simplicity as an explanatory virtue can trump

probability when evaluating hypotheses.

Information about the underlying mechanism is one of the ex-

planatory virtues associated with IBE. Ahn et al. (1995) examined

whether people seek information about covariance or about causal
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mechanisms when asked to provide an explanation for an event. Ex-

periments showed that people prefer information about underlying

causal mechanisms rather than covariance both when asking for fur-

ther information about the events to be explained and when provid-

ing their explanations for these events.

A neuroimaging study by Harris et al. (2008) can also be inter-

preted as in line with the psychological hypothesis. It revealed that

the acceptance of a statement as true is associated with a partic-

ular part of the brain (the ventromedial prefrontal cortex) and the

rejection of a statement as false is associated with the activation of

another particular part of the brain (the anterior insula). The for-

mer association means a link between belief and emotion and the

latter association means a link between disbelief and the sensation

of taste, pain perception and disgust. Harris et al. concluded that

the final acceptance or rejection of a statement appears to rely on

hedonic processing because it is partially governed by the same re-

gions of the brain that govern hedonic judgments. This result that

links belief in a statement with the feeling of pleasure and disbelief

with the avoidance of disgust vindicates Lipton’s choice of the term

“loveliness” to stand for the explanatory goodness of a hypothesis or

understanding that the best explanation can provide. Even though

the denotation of this word in the context of IBE is strictly epistemic

(Barnes 1995: 273 fn. 4), the word as such has rather emotional,

aesthetic and hedonistic connotations.

Background knowledge is one of the most important things in

discerning the best explanation. Experiments show that background

knowledge contributes to the credibility of explanations and that

coherence with background knowledge is a condition for a piece of

information to be accepted as true.
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The study by Koslowski et al. (2008) already mentioned showed

that people grasp some evidence as more relevant when it can be

incorporated into an explanation. What this study also indicated

is that explanations become more credible when they can accom-

modate relevant background information. In other words, the per-

ceived probability of explanations is a function of their coherence

with background knowledge:

explanations become increasingly convincing as evidence

mounts up that connects the explanation in a causal way

to what else there is in the world that we have fairly good

reason to believe. (Koslowski et al. 2008: 483)

The role of background knowledge is further scrutinized by Richter

et al. (2009) whose experiment shows that background knowledge

conducts validation of incoming information. They claim that their

results indicate the existence of quick and efficient cognitive mech-

anisms. If background knowledge is accessible, integrated, relevant,

and held with a high subjective certainty, these mechanisms accept

beliefs that are coherent with background knowledge and reject those

beliefs that are not. A neuroimaging study by Marques et al. (2009)

supports the findings of Richter et al. Marques et al. discovered

that verifying true statements activates the left inferior parietal cor-

tex and the caudate nucleus and conclude that this is a neural cor-

relate compatible with an extended search and matching process

for particular stored information. Accordingly, they observed that

verifying false statements activates the fronto-polar cortex and con-

clude that this is consistent with the claim that the processing of

false statements involves a search for contradiction between informa-

tion in statements and information stored in memory. Even though

these two studies do not deal directly with explanations, they do it
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indirectly, because every explanation is a statement or a set of state-

ments. These studies support the claim that coherence with back-

ground knowledge plays a decisive role when evaluating the truth of

incoming information.

The famous and often replicated study by Tversky and Kahne-

man (1982) also shows that background knowledge is relevant for

perceived probability. In Tversky and Kahneman’s experiment sub-

jects were given a piece of particular background knowledge and had

to evaluate the probability of a set of statements. According to the

probability theory, a conjunction cannot be more probable than any

of its constituents. However, contrary to the requirements of the

probability theory, more than 80% of participants evaluated a con-

junction as more probable than one of its conjuncts and committed

the so-called conjunction fallacy. In other words, given the particu-

lar background information (Linda is 31 years old, single, outspoken

and very bright. She majored in philosophy. As a student, she was

deeply concerned with issues of discrimination and social justice,

and also participated in anti-nuclear demonstrations.), most people

think that the statement “Linda is a bank teller and is active in the

feminist movement” is more probable than the statement “Linda

is a bank teller”, which is impossible, according to the probability

theory. This result, however, should be expected if coherence with

the background knowledge really influences the perceived probabil-

ity. Moreover, this result also gives some more credence to the claim

that explanatory considerations (coherence in this particular case)

contribute to the determination of prior probabilities (Meijs and

Douven 2007: 356 fn. 12).

IBE is a form of inference based on comparative evaluation. It

allows one to infer the truth of some hypothesis only if there is

no better explanation for the phenomena at hand. Experiments
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show that availability of competing hypotheses influences perceived

probabilities.

Koehler (1991) not only summarizes studies which show that peo-

ple believe in hypotheses that, if true, would explain an event, but

also refers to studies which show that this effect can be undone if

a person is presented with a competing hypothesis. It was discov-

ered that availability of an alternative explanation often reduces or

even eliminates the perceived truthlikeness of the initial explanation.

This result is compatible with the psychological hypothesis. First, it

shows that a comparison among explanations plays a role in deter-

mining the perceived probability of these explanations. Secondly, in

the absence of alternative explanations a mere ability to explain is

sufficient for accepting of the hypothesis. The theories of IBE only

require that this mere ability to explain should be good enough.

Another experiment by Read and Marcus-Newhall (1993) showed

that perceived probability of an explanation depends not only on the

availability of alternative explanations, but also on their perceived

explanatory goodness. Read and Marcus-Newhall observed that the

perceived goodness of a set of narrow explanations was lower when a

broad explanation was present than when it was absent. Hence, the

presence of a better explanation lowered the perceived probability

of other explanations.

IBE appears to be psychologically adequate: the experimental

results mentioned in this section show that people exhibit different

features of IBE in their reasoning. Even though these results cannot

be said to be conclusive, they do give empirical support for the truth

of the psychological hypothesis which is applied by the pragmatic

and evolutionary justifications of IBE.
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2.3.2 Pragmaticism and IBE

There is no philosophical controversy that IBE is pragmatically war-

ranted or at least pragmatically motivated. Peirce not only intro-

duced the concept of abduction, but also the conception of pragma-

tism. He put forward the following pragmatic maxim:

consider what effects, that might conceivably have practi-

cal bearings, we conceive the object of our conception to

have. Then, our conception of these effects is the whole of

our conception of the object. (Peirce 1934: 5.2)

Hence, anything is conceivable or has a meaning for a pragmatist if

and only if it has conceivable practical effects.

Moreover, for Peirce, pragmatism is the logic of abduction. Ab-

ductive inference is an acceptable explanation of the abductive trig-

ger only if it explains the abductive trigger and if and only if it is

susceptible to experimental verification (Peirce 1934: 5.197). The

latter requirement is equivalent to the requirement of the pragmatic

maxim that anything conceivable has to have conceivable practical

effects. Hence, pragmatism is the logic of abduction, because some-

thing can be accepted as an abductive inference only if it satisfies

the pragmatic maxim.

Abduction is justified for Peirce, because abduction is the only

means to introduce a new idea, to learn or to understand new things.

The required possibility of experimental verification safeguards that

false abductive conclusions would not be accepted as beliefs. As

Peirce himself puts it, abduction is

the only logical operation which introduces any new idea,

if we are ever to learn anything or to understand phe-

nomena at all, it must be by abduction that this is to
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be brought about (Peirce 1934: 5.171),

its only justification is that if we are ever to understand

things at all, it must be in that way (Peirce 1934: 5.145),

its justification being that it is the only possible hope

of regulating our future conduct rationally (Peirce 1932:

2.270),

and

its only justification is that from its suggestion deduction

can draw a prediction which can be tested by induction.

(Peirce 1934: 5.171)

This kind of justification for a pragmatist is epistemic justifica-

tion. According to Almeder (2007), pragmatists may accept some

beliefs as epistemologically justified even if they are not justified by

inductive or deductive inference from already justified beliefs, but

they satisfy certain other conditions. Almeder distinguishes two such

conditions. More particularly, pragmatism is defined by a principle:

A person will be rationally justified in accepting a proposed

proposition P as true if

(a) After exhaustive research, there is at that time no cur-

rently available conscious inference, either inductive

or deductive, from other antecedently known or justi-

fied beliefs that would either confirm or disconfirm the

proposition P ; and

(b) There is some real possibility that accepting P as true,

or very likely to be true, will have a tendency to pro-

vide behavioral consequences more productive of cog-

nitive or moral utilities than would be the case if one
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had accepted instead either the denial of P or nothing

at all. (Almeder 2007: 172)

If we apply these conditions in the context of IBE, we get condi-

tions under which IBE is pragmatically epistemically justified. The

condition (a) is equivalent to the requirement that we infer the best

explanation among the competing explanations. The condition (b),

in its turn, requires that the best explanation facilitate cognitively

or morally useful behavioral consequences. So any IBE would be

pragmatically epistemically justified if in addition to being the best

explanation it would also be somehow useful or valuable.

There are several reasons how IBE can be said to be useful. First

of all, the better the explanation, the easier it is to understand, to

use or to operate with. The best explanation by definition is the one

that provides the most understanding and it is easier to work with

something one understands well than with something one lacks un-

derstanding of. More particularly, the best explanation is discerned

with the help of explanatory virtues and each of the explanatory

virtues prefers hypotheses that are easier to understand and work

with. If a hypothesis coheres well with background knowledge it is

easier to understand because of the relation to the already known

things. Simpler and shorter hypotheses are usually easier to un-

derstand than longer and more complex ones. It is easier that one

can apply the same explanatory pattern in many areas than to have

separate explanations for every problem. Having a further deeper

explanation for some explanatory primitives lets us use those prim-

itives with more understanding and with greater ease. Finally, IBE

eliminates competing hypotheses and thus provides us with more

compact and simpler set of hypotheses to work with; however a se-

lection of an arbitrary hypothesis would work the same way in this
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respect.

Secondly, IBE is economic. To infer that something is the best

explanation given the background knowledge is more economic than

to search for additional knowledge that may or might not explain

the abductive trigger. It is cheaper to stick to the best explanation

than to allocate all the resources for the search of definite truth.

This is most evident in case of abduction. According to Gabbay

and Woods,

abduction is a procedure in which something that lacks

epistemic virtue is accepted because it has virtue of an-

other kind. (Gabbay and Woods 2005: 62)

What other kind of virtue abduction possesses is explained by Flo-

ridi:

The bet can be risky (we may be wrong), but it often pays

back handsomely in terms of lower amount of informational

resources needed to reach a conclusion. (Floridi 2009: 322–

323)

A similar conclusion is made by Kelly (2007) who claims that choos-

ing the simplest hypothesis compatible with experience and hanging

onto it while it remains the simplest is both necessary and sufficient

for efficiency, i.e., for minimizing the total number of times one gets

a false inference prior to convergence to the true inference.

Finally, the truth of psychological hypothesis together with the

evolutionary psychology interpretation of it implies that IBE is prag-

matically warranted. According to evolutionary psychology, we can

expect organisms to possess and entertain a psychological trait only

if it contributes to survival and reproduction, i.e., if it is a product of

the natural selection (or at least its byproduct). Similar arguments

are used to justify the reliability of IBE (Carruthers 1992: ch. 7;
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Goldman 1990), abduction (Floridi 2009: 324; Peirce 1932: 2.753)

or beauty in explanations (Kuipers 2002: 300–301). The use of IBE

among people means that IBE is a reliable ampliative method of

reasoning. As Carruthers states it,

it is hard to see in what other way inference to the best

explanation could have survival-value, unless it is indeed

reliable. (Carruthers 1992: 110)

Its us e helped to survive and helps to successfully act in the world.

If a more reliable ampliative method of reasoning were known it

would have displaced IBE and became dominant in the course of

evolution. This does not imply that IBE is infallible, but only that

other ampliative methods should be even more erroneous. If IBE is

really a product of natural selection it means that it is reliable to the

extent that there is no other known ampliative method of reasoning

whose success rate would be as high as that of IBE. This implies

a strong pragmatic justification. A belief is pragmatically justified

if an action based on that belief would be successful. According to

the evolutionary psychology interpretation, people use IBE because

there is no other more reliable ampliative method of reasoning than

IBE. Hence, beliefs acquired by IBE have to be successful more often

than beliefs made by any other ampliative method. If one wants to

act as successfully as possible the evolution suggests that she should

employ IBE to form her beliefs.

Enoch and Schechter (2008) claim that pragmatic justification is

an epistemic justification only for the basic belief forming methods,

i.e., methods that are indispensable and rationally required to pur-

sue. Their use and value is in their indispensability. Enoch and

Schechter treat IBE as a basic belief forming method and, therefore,

as a justified one. Goldman even claims that
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creatures otherwise like us would not have survived with-

out the capacity for such knowledge and the inferential

ability that it requires. (Goldman 1990: 40)

Therefore, IBE is considered to be pragmatically justified even under

the more stringent conditions put forward by Enoch and Schechter.

Nonetheless, even if IBE is pragmatically warranted, it does en-

tail that IBE is truth-conducive. For example, simpler and more

unifying theories tend to make more accurate predictions if they are

intentionally designed not to perfectly fit the data (Forster and Sober

1994). Some abductions are made contrary to the facts (Gabbay and

Woods 2005: 119–120), i.e., abduction can be radically instrumen-

talist in a sense that an explanatory hypothesis may be inferred

even though one knows in advance that it cannot be true. Any in-

strumentally successful theory is pragmatically warranted, but it is

well known that instrumentalism is not a good friend with scientific

realism. Therefore we should agree with Schurz who claims:

I regard the instrumentalistic perspective as an important

warning that not every empirically useful theoretical su-

perstructure must correspond to an existing structure of

reality. (Schurz 2008: 231)

This means that the pragmatic warrant cannot and does not intend

to grant the truth-conduciveness of IBE. When a pragmatists claims

that IBE is epistemically justified, the term “epistemically” in the

pragmatist’s claim has nothing to do with truth or truth-conducive-

ness.

2.3.3 Evolutionary Justification

Even though pragmatic justification does not entail that IBE is

truth-conducive, some philosophers elaborate pragmatic justifica-
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tion and claim that the evolutionary psychology interpretation of

IBE as an actual cognitive capacity entails that the conclusions of

IBE are true. Quine is the first who put forward an argument of

this kind:

creatures inveterately wrong in their inductions have a pa-

thetic but praiseworthy tendency to die before reproducing

their kind. (Quine 1969: 126)

A much more sophisticated evolutionary argument is presented by

Boulter (2007). According to him, organisms that can successfully

interact with their environment have a higher chance of reaching

maturity and reproducing their own kind. Beliefs about their envi-

ronment that accurately track the state of affairs are, on the whole,

better guides to action than are false beliefs. Hence, natural selec-

tion will favor organisms with reliable sensory and belief formation

systems insofar as those systems have a direct bearing on the or-

ganism’s ecological and social fitness. If false and true beliefs have

a direct bearing on human ecological and social fitness then it is

not likely that people will tend to believe what is obviously false or

fail to believe what is obviously true. Common-sense beliefs have

a direct bearing on human ecological and social fitness; therefore

common-sense beliefs will tend to be correct. Nevertheless, these

two arguments do not directly apply to IBE. Quine’s argument ap-

plies to induction in general and thus it applies to IBE only indi-

rectly. Boulter’s argument applies only to common-sense beliefs and

only to those common-sense beliefs that have a direct bearing on the

animal’s ecological and social fitness.

Carruthers (1992) and Goldman (1990) apply the evolutionary

argument directly to IBE by arguing that IBE provides true beliefs.

Carruthers is rather straightforward. He claims that IBE is an innate
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human cognitive capacity, because people posses it even though they

are not explicitly taught to do it and because it does not seem to be

learned from experience (Carruthers 1992: ch. 7). He further claims

that the reliability of IBE easily explains why it is the case that IBE

is innate. IBE is innate, because it is reliable, i.e., it provides true

beliefs, and because of this reliability the capacity for IBE prevailed

by means of natural selection:

individuals will be better able to survive if they are able

to attain true beliefs about the underlying processes at

work in nature, which can then be harnessed and exploited,

or if they can acquire knowledge of the unseen causes of

observable phenomena. (Carruthers 1992: 110)

Carruthers (1992: 184) thinks it is very unlikely that the survival

value of explanatory power can be explained away in terms unrelated

to truth.

Goldman’s argument is more cautious and elaborate. A cogni-

tively relevant unit of natural selection can only be a set of genes

or alleles responsible for brains of a certain size and structure. Our

brains and, consequently, the genes that produce it, may have been

selected because of certain capacities, including the capacity for a

certain inference pattern, namely IBE. However, the existence and

usefulness of some capacity does not entail that it was selected.

Goldman maintains that it is not the case for IBE, because IBE

is used universally and nearly uniformly throughout our species, be-

cause rudiments of IBE are found in biologically related species that

evolved earlier and because of the high chance that IBE is necessary

for the survival of a species. Secondly, the natural selection of IBE

might not entail that it produces true beliefs. According to Gold-

man this is not the case because an ability to infer to the actual
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sources of food, danger and other perceptual knowledge on the basis

of perceptual data clearly enhances fitness. Therefore IBE preserves

truth at least in these contexts. Finally, the production of true be-

liefs in the latter contexts does not entail that it will do so in other

contexts. More particularly, it is not clear if IBE preserves truth in

contexts beyond the perceptual and observable, i.e., in the context

of unobservable. Goldman maintains that IBE preserves the truth in

these contexts too. Firstly, because there may be no sharp and fixed

epistemic distinction between observable and unobservable, or be-

tween cases relevant in natural selection (danger or food) and cases

that are not relevant. Secondly, experimental testing of scientific

theories uses different apparatuses and procedures that provide re-

sults in accordance with particular theories about the unobservable.

Therefore, experimental testing is efficacious enough to select from

among competing explanatory alternatives.

Quine, Boulter, Carruthers and Goldman claim that evolutionary

psychology entails the truth-conduciveness of our cognitive abilities.

However, other philosophers argue that these claims are underde-

termined. The most common objection states that the ultimate

purpose and function of cognitive capacities that originated through

natural selection is survival and it is not evident whether it includes

the generation of true beliefs. Boulter, Carruthers and Goldman

do not deny that. They rather claim that the generation and pos-

session of true beliefs makes survival much more easily attainable

and explainable than the generation and possession of false beliefs.

Therefore, the argument states that even though the ultimate goal

of natural selection is survival, true beliefs rather than false ones

facilitate the survival. This argument for the truthlikeness of evo-

lutionarily achieved cognitive capacities will be blocked if there are

survival-facilitating beliefs that are actually false.
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The most evident example of these kinds of beliefs is the so-called

“better-safe-than-sorry” beliefs:

a very cautious, risk-aversive inferential strategy—one that

leaps to the conclusion that danger is present on very

slight evidence—will typically lead to false beliefs more

often, and true ones less often, than a less hair-trigger one

that waits for more evidence before rendering a judgment.

Nonetheless, the unreliable, error-prone, risk-aversive strat-

egy may well be favored by natural selection. For natural

selection does not care about truth; it cares only about

reproductive success. And from the point of view of repro-

ductive success, it is often better to be safe (and wrong)

than sorry (Stich 1990: 62).

This will occur more often the cheaper the false positive beliefs are

and the deadlier the false negative beliefs are. More particularly,

the rate of false beliefs should be inversely proportional to the cost

of the false positive beliefs and directly proportional to the cost of

the false negative beliefs. Pascal’s wager is also an instance of the

better-safe-than-sorry belief. It is safer to bet for God and gain

an infinitely happy life (if God exists) or lose almost nothing (if

God does not exist) than to bet against God and gain very little

(if God does not exist) or gain nothing (if God exists). In a sim-

ilar vein, it is safer for an organism to flee at the slightest sign of

danger (whether it is really the case or not) than to die because

of the underestimation of the danger. Similarly, there is a good

evolutionary explanation for why Thelma believes that her children

are more beautiful and smarter than average. However, this belief

is not properly causally connected to the objective qualities of her

children. Therefore, Thelma’s belief is survival enhancing for her
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children, but can be objectively false (De Smedt and De Cruz 2010).

Stephens (2001) shows that the better-safe-than-sorry beliefs have a

very narrow application, nevertheless his own model also indicates

that natural selection will not always favor true beliefs.

Boulter (2007: 377) notices that too many better-safe-than-sorry

beliefs will be positively maladaptive since they would prevent one

from engaging in important activities. Nevertheless, this counter

argument cannot deny the possibility of false but survival enhancing

beliefs. Moreover, if survival does not require true beliefs, other

contexts might not require them either. Therefore, the evolutionary

justification cannot grant that IBE is truth-conducive.

2.4 Probabilistic Justification

There are endeavors to explicate particular explanatory virtues as

truth-conducive or, at least, conformation-conducive. One can ana-

lyze probabilistically the truth-conduciveness of coherence, unifica-

tion and simplicity.

Coherence. Most generally, IBE is an inference to the hy-

pothesis that is most coherent with background knowledge (1.3.1).

However, it is probabilistically impossible that more coherent set

of propositions were more probable than less coherent one. Klein

and Warfield (1994) presented two premises that jointly entail the

impossibility result:

a more coherent set of beliefs resulting from the addition

of a belief to a less coherent set of beliefs is less likely to

be true than the less coherent set of beliefs. (Klein and

Warfield 1994: 130)

The first premise states that a consistent set of beliefs B = {p, q}
is more probable than any set B∗, which contains all members of B

120



and one additional proposition r, i.e., B∗ = {p, q, r}, so long as r has

neither an objective probability of 1, i.e., Pr(r) < 1, nor is entailed

by B, i.e., B � r. In other words, according to probability theory B∗

cannot be more probable than B, i.e., Pr(B∗) ≤ Pr(B). The second

premise states that one strategy of converting a less coherent set of

beliefs B into a more coherent set of beliefs B∗ is to add a belief

to B that has neither an objective probability of 1 nor is entailed

by B. However, as was shown in the first premise, according to

probability theory B∗ cannot be more probable than B. Therefore,

a more coherent set of beliefs cannot be more probable.

Bovens and Olsson (2002) argue that this negative conclusion is

false. Firstly, Klein and Warfield are claimed to improperly distin-

guish between the sets of beliefs and the sets of propositions. Their

result holds for the sets of propositions, but not necessarily for the

sets of beliefs, which are also called information sets, testimonial

systems or belief systems. A belief system differs from a simple set

of propositions in a way that a belief system is a set of propositions

believed by some particular person. Therefore, whereas the proba-

bility of a set of propositions is equal to the product of their proba-

bility, the probability of a belief system is the probability that these

propositions are all true given that they all are believed by the rele-

vant person reported by a witness or gathered by some other means.

There are also additional constraints ascribed to belief systems. Be-

liefs are defined to be gathered from partially reliable (relatively

unreliable) and independent sources. Secondly, if a belief system is

defined the latter way, then the crucial premise in the Klein and

Warfield’s argument is false. More particularly, Bovens and Olsson

showed that a larger belief system need not be less probable but can

be even more probable than its parts.

Thus defined is the problem of the truth conduciveness of coher-
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ence. Does greater coherence among propositions in an information

set, where each proposition was reported by an independent and

partially reliable witness, imply greater probability of the set, ceteris

paribus (i.e., when factors that have nothing to do with coherence

are fixed)? There are two famous impossibility results that show

that coherence is not truth conducive in this defined sense. (Bovens

and Hartmann 2003: 20–21) provide an example in which every mea-

sure of coherence would rank one information set as more probable

than another for some values of witness reliability and as less prob-

able for other values. From this example they conclude that there

cannot be a probabilistic measure of coherence that imposes a coher-

ence ordering on information sets, which is fully determined by the

probabilistic features of the information sets, and that would rank

a more coherent set as a more probable one, ceteris paribus. Olsson

(2005b;a) also shows that posterior probability of an information set

(a testimonial system) depends not only on the probability of what a

proposition says, but also on the probability that the proposition is

reliable (or that report of this proposition is reliable). He concludes

that there cannot be a non-trivial (informative) coherence measure

that is truth conducive ceteris paribus in a basic Lewis scenario.

Olsson uses the concept of a basic Lewis scenario to refer to a sit-

uation when relatively unreliable witnesses tell the same story and

where this coherence, according to Lewis (1946: 246), indicates the

high probability that of what the witnesses agree upon.

The impossibility results claims that coherence is not truth con-

ducive ceteris paribus. There are factors that are supposed to have

nothing to do with coherence and therefore are held fixed. Firstly,

both Bovens and Hartmann (2003: 11-12) and Olsson (2005b: 395,

404) hold that the reliability of information sources among infor-

mation sets should be fixed as equal. This is required, because,
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intuitively, information set acquired from a more reliable reports

would seem to be more probable than one acquired from less reli-

able sources. Secondly, Bovens and Hartmann (2003: 11-12) require

that the expectedness or a perceived prior probability of information

sets should be fixed equaly, because one wants to measure the effect

of coherence on the confidence in the information sets and different

expectedness can bias the confidence. Olsson (2005b: 395, 404), on

the other hand, does not think that expectedness or prior probabil-

ity should be fixed equal, because coherence can depend on the prior

probability and some probabilistic measures of coherence are very

dependent on it.

Meijs and Douven (2007: 352–353) propose that maybe the truth

conduciveness of coherence can be salvaged if one adopts additional

or even completely different ceteris paribus conditions. Meijs and

Douven themselves propose that we should accept equal witness re-

liability and equal marginal probabilities of the propositions in the

sets as the ceteris paribus conditions and that there are no counterex-

amples to the truth conduciveness of coherence given these revised

ceteris paribus conditions. Glass (2007: 285) notes that a measure

proposed by Olsson (2002) and Glass (2002) is truth-conducive for

information pairs. Hence, if one builds a set of beliefs incrementally

by adding a new belief to the conjunction of the previously evaluated

beliefs, then coherence of a set with only two elements is sufficient to

analyze the truth conduciveness of coherence. Bovens and Hartmann

(2003) themselves propose a quasi or partial ordering of coherence

on the set of information sets. According to this measure, for a set

of information sets with the same cardinality and equal prior joint

probability, the posterior joint probability of an information set S is

no less probable than of S ′ if and only if S is no less coherent than

S ′ for all values of the reliability parameter. Hence, maybe there are
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ways in which coherence as defined by the probabilistic measures of

coherence is truth conducive. However, it seems that neither the

impossibility results, nor ways to escape these results are actually

applicable to the theory of IBE.

First of all, the very results Klein and Warfield (1994) obtained

are not applicable to the theory of IBE. Klein and Warfield argue

that a larger set of belief cannot be more probable than a smaller

one even if it is a more coherent one. The theories of IBE, on the

other hand, are interested in the truth of only one element of the

coherent set, i.e., an explanatory hypothesis, and not in the truth of

the whole set. Merricks (1995) points out that the result obtained by

Klein and Warfield does not imply that coherence cannot be truth

conducive for a particular belief from a coherent set rather than for

the whole coherent sets of beliefs.

Furthermore, the impossibility results obtained by Bovens and

Hartmann and Olsson are not applicable to the theory of IBE either.

This is the case, because the required conditions do not hold in the

case of IBE. There is no independence. A hypothesis is better the

more it is connected with other beliefs in background knowledge,

the more probable it is given the background knowledge, and the

more probable the background knowledge is given the hypothesis.

This cannot be the case if the hypothesis and background knowledge

were independent. Moreover, in the MMH measure of unification or

in a case of application of CCP, an explanatory hypothesis unifies

some data exactly if they, respectively, make the data dependent or

independent.

There is no partial reliability. The set to be evaluated consists of

an explanatory hypothesis, background knowledge and an abductive

trigger, which is an element of background knowledge. Background

knowledge is taken to be true; hence it is taken to be totally reliable.
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The explanatory hypothesis, on the one hand, is partially reliable,

because it is the product of abduction (a partially (sometimes) reli-

able process of inference), on the other hand, it cannot be ascribed

reliability or unreliability, because it is not reported, but generated.

One does not hold it as a belief, but only tentatively accepts it in

order to conduct a comparison of explanatory power.

There is no equal prior probability. Neither the joint prior prob-

ability of a set, nor the marginal prior probability of the elements

of the set can be held equal in the case of IBE. The majority of the

elements of competing sets, i.e., background knowledge or abductive

triggers, are the same and are held to be true, i.e., their probability

is considered to be equal or close to 1. Competing sets differ only in

explanatory hypotheses. Hence, the joint probability of the sets de-

pends entirely on the marginal prior probability of the explanatory

hypotheses. But the marginal prior probability of explanatory hy-

potheses cannot be held equal in an evaluation of coherence, because

the former is claimed to be a function of the latter. If the theories

of IBE are correct, and then if we hold prior probability (joint or

marginal) equal, we would not be able to differentiate coherence.

Therefore the results of the analysis of the truth-conduciveness

of coherence in epistemology are not applicable to IBE, because dif-

ferent assumptions that are made in this analysis are incompatible

with the theories of IBE.

Glass (2010) tested a different approach to the problem at hand.

He made a computer simulation of different probabilistic measures

of explanatory power in order to find how well the measures will

identify the explanation which has been designated to be the actual

hypothesis. Glass compared measures of explanatory power based

on MPOST, ML, the conservative Bayesian approach, the difference

measure of confirmation d(H,E) = Pr(H|E)−Pr(H), the likelihood
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ratio measure of confirmation l(H,E) = log(Pr(E|H)/Pr(E|¬H)),

the overlap measure of coherence C(H,E) (EG) and the Fitelson

(2003) measure of coherence.

Two sets of simulations were conducted: fair and biased. The

instruction for the fair simulations is the following:

1. Randomly assign prior probabilities to each hypothesis

Hi. These probabilities are constrained to sum to one.

2. Randomly assign a likelihood Pr(E|Hi) to each hy-

pothesis.

3. Randomly select one of the hypotheses using the prior

probability distribution and designate this hypothesis

as the actual hypothesis HA.

4. Select whether E or ¬E occurs using the likelihood

of HA so that there is a probability Pr(E|HA) of E

occurring and 1− Pr(E|HA) of ¬E occurring.

5. For each approach, if E occurs, identify which hypoth-

esis provides the best explanation of E, and similarly

if ¬E occurs.

6. For each approach, if the hypothesis identified in step 5

matches the actual hypothesis, count this as a success,

otherwise count it as a fail.

7. Repeat steps 1 to 6 to obtain an accurate value for the

percentage of successes (accuracy) for each approach.

The fair simulations were conducted with sets of 2-10 mutually exclu-

sive and exhaustive competing explanations. The biased simulation

differs from the fair one at step 5:

5. (a) Introduce a random error to the prior probabilities

assigned in step 1 by adding a number sampled
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from a Gaussian distribution with mean zero and

a specified standard deviation, provided the result-

ing probability lies in the interval [0, 1]. If it does

not, the process should be repeated until it does.

(b) Normalise the probabilities resulting from the pre-

vious step to ensure they sum to one.

(c) For each approach, if E occurs, identify which hy-

pothesis provides the best explanation of E, and

similarly if ¬E occurs.

The biased simulations were conducted with sets of 2 mutually exclu-

sive and exhaustive competing explanations. The simulations were

different among themselves in the values of the applied standard de-

viation. In the biased simulation only the measures MPOST, ML

and EG were evaluated, because ML is equivalent with the rest of

the measures when only two hypotheses are being compared.

Glass observed that MPOST perform best out of the evaluated

approaches in the fair scenario, however he rejects MPOST as an ac-

count of best explanation because it simply choses the most probable

as the best explanation without any genuine account of explanatory

power. In other words, MPOST as an account of explanatory power

would make IBE trivial (1.4.2). Glass takes MPOST to be a bench-

mark (because it defines what the most probable explanation is)

against which all the other measures have to be compared. As the

uncertainty (the standard deviation) is introduced and increases in

the biased scenario, the results for PMOST decline. MPOST re-

mains the best at the values of 0–0.4 of a standard deviation. EG

is the best at the values of 0.4–0.7 and for a standard deviation

of 0.7 and higher ML outperforms both MPOST and EG. Given

these results Glass concludes that EG is the most plausible account
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of the best explanation among the evaluated measures. In the fair

scenario it identified the best explanation almost as often as the

MPOST measure (which is rejected as an account of the best expla-

nation by Glass because it would trivialize the concept of the best

explanation). In the biased scenario, the average of its success was

higher than of the rest of the measures.

If IBE is truth-conducive, then the best explanation will be the

most probable explanation. MPOST defines what it takes to be the

most probable explanation or hypothesis. The measure EG iden-

tifies the actual explanation almost as often (98.6–98.9% as often)

as MPOST. Hence, if the measure EG is an adequate measure of

explanatory power, then the simulations show that IBE is truth-

conducive. More particularly, firstly, to the extent that the measure

EG is an adequate account of coherence and to the extent that it

succeeded better than other possible probabilistic accounts of ex-

planatory power, the result vindicates the idea that if one wants

IBE to be truth-conducive, then IBE should be defined as the infer-

ence to the most coherent explanation. Secondly, to the extent that

the measure EG as a measure of coherence is an adequate account of

explanatory power, the results suggest that IBE is truth-conducive.

However, this result should not comfort the proponents of IBE.

The result cannot be considered as proof of the truth-conducive-

ness of IBE. The point has to do with the insufficiency of prob-

abilistic considerations in the context of IBE. Probabilistic mea-

sures of explanatory power work best—they correctly identify the

actual explanation—if the correct probability distributions are fed

into them. For example, the simulations reveal that MPOST is the

best if we have the correct distribution and the EG measure is on

average better if we have biased prior probability distributions (un-

fortunately, Glass did not test what would happen if the likelihoods
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were also biased). Explanationists claim that explanatory consid-

erations can or ought to facilitate the determination of probability

distribution. The problem of the truth-conduciveness of IBE then is

whether explanatory considerations provide the correct probability

distribution. More particularly, whether the most powerful explana-

tion is the one that has the highest prior probability and likelihood.

If IBE is truth-conducive, then the application of IBE would pro-

vide the correct probability distribution. However, if we have the

correct probability distribution, there is no need for the measure EG,

because MPOST would be the best means to identify the most prob-

able explanation. The real problem of IBE thus is not to find the

best explanation after we somehow got the correct probabilities, but

whether we can have the correct probabilities in the first place and

the measure EG is of no use here. In other words, the measure EG (as

any other probabilistic measure of explanatory power) is only of use

after all the work of evaluation of explanatory power has been done.

All this once again stresses that probabilistic accounts of explana-

tory power are insufficient and that the explanationist approach is

more fundamental than the probabilistic one.

Explanationists want to employ explanatory virtues to determine

the probability distribution. Therefore, we can next examine if par-

ticular virtues that constitute coherence are truth-conducive.

Unification. Unification is neither sufficient nor necessary for

explanation. However, it is one of the most important and often-

cited explanatory virtues. The question then is whether a unifying

hypothesis will also be more probable than less unifying one. If

we measure unification with the MMH measure the answer to this

question is positive. A more unifying hypothesis H1 will have higher

posterior probability than the less unifying hypothesis H2:

Pr(H1|E1 ∧ . . . ∧ En) > Pr(H2|E1 ∧ . . . ∧ En).
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In the words of McGrew,

if we change our focus from the independence of the evi-

dence apart from the theory to its dependence in light of

the theory, we discover a lovely theorem: the degree of

confirmation a hypothesis receives from the conjunction of

independent pieces of evidence is a monotonic function of

the extent to which those pieces of evidence can be seen

to be positively relevant to each other in the light of that

hypothesis. (McGrew 2003: 561–562)

However, we have argued that the MMH measure of unification is

not adequate, at least in respect to IBE. Unification is not a matter

of degree: it is a matter of how many different kinds of data a

hypothesis unifies.

A more unifying hypothesis can get evidential support from a

bigger number of phenomena. Suppose the hypothesis H1 explains

only E1 and, thus, gets evidential support only from that. Another

hypothesis H2 explains only E2 and also gets evidential support only

from this piece of evidence. A unifying hypothesis Hu that explains

two different kinds of data d1 and E2, on the other hand, gets ev-

idential support from both E1 and E2 at the same time. However,

a conjunction of H1 and H2 will be supported by both E1 and E2,

hence it would be equally supported as Hu.

What is more important, the content of a not-unifying hypoth-

esis H1 or H2 will always be more probable than the content of a

unifying hypothesis Hu. More particularly, H1 claims that only E1

is the case and Hu claims that both E1 and E2 is the case. By the

probability theory, Pr(E1) ≥ Pr(E1 ∧ E2). Hence, what Hu claims

is less probable than what H1 claims and, consequently, the truth

of Hu is less likely than the truth of H1. This is exactly the claim
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Popper (2002/1959) made that a theory with greater empirical con-

tent cannot be more probable than a theory with a smaller empirical

content.

Explanatory power should provide understanding. Humphreys

(1993) shows that this is not necessarily the case. Consider two

different axiomatizations of the propositional logic L

((((A→ B)→ (¬C → ¬D))→ C)→ E)→

→ ((E → A)→ (D → A))

and L′

A→ (B → A),

(A→ (B → C))→ ((A→ B)→ (A→ C)),

(¬B → ¬A)→ ((¬B → A)→ B).

L and L′ language is the same, they have the same connectives,

well-formed formulas are defined the same way, each has the same

rule of inference (modus ponens) and, because both are complete

axiomatizations of propositional logic, the sets of their logical con-

sequences are the same. L is more unifying, because it consist of

only one axiom rather than three as L′ does, and hence should pro-

vide greater understanding. However, L is less intuitive and it is

harder to understand than L′.

Unification is one of the most important explanatory virtues.

However, it is also one of the most metaphysical. There is no a

priori reason to suppose that the world is unified rather than dis-

unified and complex. Probabilistic considerations are indifferent in

relation to this question or even slightly against the truth conducive-

ness of unification. Unification will be truth conducive only if the

world is unified and this can only be established empirically, if at

all.
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Simplicity. Probabilistically, a hypothesis consisting of fewer

propositions is more probable than a hypothesis consisting of more

propositions. That is a hypothesis consisting of propositions A and

B is more probable than a hypothesis consisting of A, B and C.

This might not be the case if the hypothesis consisting of fewer

propositions is not a proper subset of the hypothesis consisting of

more propositions. But for the latter to hold, one has to have prior

probability distributions for the hypotheses at hand. If one does not

have prior probability distributions ascribed to the hypotheses, then,

by the principle of indifference, the hypotheses consisting of fewer

propositions have to be considered more probable. Moreover, com-

plex hypotheses or hypotheses with more adjustable parameters can

be true in more ways than simpler hypotheses or hypotheses with

fewer adjustable parameters. Hence, a hypothesis with more differ-

ent ways to be true, by the principle of indifference, is less probable

in every instance of the way it can be true than a hypothesis that

can be true in fewer different ways. However, as the Bertrand para-

dox shows, the principle of indifference can facilitate the ascription

of different contradictory prior probability distributions.

A more parsimonious hypothesis can be more difficult to un-

derstand than a more complex one. Analogously, as in the case

of unification, simplicity does not guarantee easier understanding.

Humphreys’ (1993: 184) example with two different axiomatizations

of propositional logic shows that paucity of assumptions does not en-

tail easier understanding. Similarly, Barnes notes that

complex and inelegant theories often offer rich understand-

ing, where causal histories of explananda happen to be

messy and complicated (consider explananda like ‘Joe even-

tually married Sally’ or ‘World War II ended in 1945’).

(Barnes 1995: 265–266)
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This is tightly connected with claims that there are contexts where

simplicity is less probable than complexity. For example, social sci-

ences (Salmon 2001b: 129) or biology (Carruthers 2006: 151) are

claimed to be such contexts.

Simplicity is not only the most difficult of the explanatory virtues

to define, but also the most difficult one to asses. Simplicity is the

most likely one of the explanatory virtues to produce incommen-

surable orderings of explanatory power. It is not always possible

to adjudicate the simplicity of two different hypotheses. Compet-

ing hypotheses might not be content-comparable (Grünbaum 2007).

Moreover, whether something is simple depends on how it was de-

fined. One can always use the most conveniently simple domain and

vocabulary (Kuipers 2002: 302) or, as Lakatos claims,

no doubt, simplicity can always be defined for any pair of

theories T1 and T2 in such a way that the simplicity of T1

is greater than that of T2. (Lakatos 1970: 131 note 106)

Because of all this relativity it can be very difficult to prove that

one rather than another ordering of simplicity is the correct one.

Simpler hypotheses (ones that minimize the number of adjustable

parameters) make better predictions in the curve-fitting problem.

However, simpler hypotheses in the curve-fitting problem are known

not to be totally accurate. This way, on the one hand, they do not

perfectly fit the data, but, on the other hand, they do not overfit

the noise in the data, and because of that they make more accurate

predictions. Hence simplicity is more a means to escape noise in

data than an indicator of truth of the hypothesis. In the curve-

fitting problem simplicity is prediction-conducive and not very truth-

conducive. Moreover, simplicity in curve-fitting is significant only if

the data set is small. If the data set becomes bigger, the need for
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simplicity ceases.

A related point is that even if it is not clear whether simplicity

is truth-conducive, it is at least efficiency-conducive. Kelly (2007)

showed that sticking to the simplest hypothesis is the most efficient

way to the truth:

the best that Ockham’s razor could guarantee a priori is

to keep us on the straightest possible path to the truth,

allowing for unavoidable twists and turns along the way as

new effects are discovered—and that is just what it does

guarantee. (Kelly 2007: 563)

Analogously with unification, simplicity is one of the most cited

explanatory virtues, but also one (together with unification) of the

most metaphysical. There is no a priori reason to suppose that

the world is simple rather than complex. Hence, semantic simplic-

ity earns the same judgement as unification. Moreover, against the

truth conduciveness of simplicity plays the fact that simplicity is

very relative to the vocabulary in which the relevant hypothesis is

expressed. Hence, syntactic simplicity is even less likely to be truth

conducive than semantic one. All in all, the above conceptual argu-

ments judge more against the truth-conduciveness of simplicity.

The Impossibility of Probabilistic Justification. Proba-

bilistic measures of explanatory power are functions of likelihoods

and prior probabilities or can be expressed this way. When ex-

pressed this way it follows trivially that the best explanation among

the competing hypotheses would also be the most probable one, i.e.,

the hypothesis with the highest posterior probability. This would

happen because both explanatory power and posterior probability

would be the direct functions of the same arguments (the probability

of the evidence is also an argument of posterior probability or can
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appear in some of the probabilistic measures of explanatory power,

however when evaluating competing explanations for the same piece

of data the probability of the evidence remains constant and there-

fore does not have any impact on the value calculated by the mea-

sures). Hence, if we accept any of the so far discussed probabilistic

measures of explanatory power (1.4.1 and 2.4), loveliness will lead

to likeliness. However, it will happen in a rather trivial way.

This result is undesirable not only because of the triviality, but

also because the probabilistic measures of explanatory power utilize

likelihoods and prior probabilities when these should be better seen

as determined by the explanatory considerations (1.4.3). Moreover,

probabilistic measures of explanatory power seem to be insensitive to

differences in explanatory virtues. That is, competing explanatory

hypotheses can have the same likelihoods, prior probabilities or even

the final values of explanatory power, but differ in the degree of

unification, depth or simplicity they provide. In this kind of situation

these hypotheses would intuitively differ in explanatory power, but

probabilistically would have the same value of explanatory power.

Psillos denies that IBE can be put in a neat formal form and

justified deductively:

in an ampliative method the alleged transference of the

epistemic warrant from the premises to the conclusion de-

pends on substantive (and hence challengeable) background

beliefs and considerations. (Psillos 2002: 608)

Douven and Horsten explain why this is the case:

considering all possible models means testing in a knowl-

edge vacuum. (Douven and Horsten 1998: 316)

Therefore, the pivotal role of background knowledge in IBE is the

main obstacle to the formal justification of IBE. The function of IBE
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is creative (ampliative). Ampliative inferences are non-deductive.

The formal justification of IBE would show that IBE is deductive.

Deductive inferences are non-creative (non-ampliative). Therefore,

if the theories of IBE do not want to become contradictory, they

have to reject the possibility of a formal or probabilistic (which is

an instance of a formal justification) justification of IBE.

2.5 Ontological Commitments and Falsification

2.5.1 Ontological Commitments of IBE

This section enumerates ontological commitments that the theories

of IBE make. These commitments can then be tested historically

for whether theories accepted as true are the ones that conform to

the criteria of a good explanation, i.e., whether these theories unfold

the relevant ontological order.

IBE is not deductively valid and, therefore, best explanations

cannot be true in every possible world. According to Lipton:

unlike the principles of deductive inference, reliable prin-

ciples of induction are contingent. [. . .] A pattern of non-

demonstrative inference that generally takes us from truth

to truth in this world would not do so in some other pos-

sible worlds. (Lipton 1993: 101)

Nevertheless, IBE is argued to be truth-conducive: reliable and pro-

viding true conclusions. IBE is a material form of inference, not

formal. Its validity depends not on the form of the inference, but

on its content and on the meanings of the terms it employs. In

other words, there are substantive assumptions that have to hold

for IBE to be truth-conducive and that have to hold if IBE is truth-

conducive. These assumptions have to do with the way our tangible
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world is. Some of them are characteristic of induction in general and

some are characteristic solely of IBE, but all of them are the claims

about the ontological structure of the world. Even if it were pos-

sible to establish the truth-conduciveness of IBE formally it would

still have ontological consequences. A formal proof of the truth-

conduciveness of IBE would mean that IBE guarantees truth in all

possible worlds and, obviously, in specific one among them, i.e., our

actual world.

The biconditional explicates the connection between IBE and the

ontology of the world:

IBE is truth-conducive if and only if the actual world has a

particular (coherent, unified and simple) ontological struc-

ture.

This biconditional means that the theories of IBE cannot be true and

at the same time be independent of any ontological commitments.

The ‘if’ direction clearly holds. It states a sufficient condition that

would make IBE truth-conducive. It could be false, for example,

only if the world was as coherent, unified and simple as possible,

but explanations that are the most coherent, unified and simple

would be false in that world. This seems hardly possible. The ‘only

if’ direction states the necessary condition for IBE to be truth-con-

ducive. After contraposition it states that “If IBE is truth-conducive

the world has a particular ontological structure”. For example, it

can be false only if all the most coherent, unified and simple expla-

nations were actually true, but the world would not be coherent,

unified and simple. This also seems hardly possible. Moreover, the

latter direction seems to be considered more characteristic of IBE

than the former. For Psillos, a defeasible and ampliative type of

inference, of which IBE is an instance,
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works, (it produces truths or likely truths), only if the

external circumstances are right (if the world co-operates).

(Psillos 2007: 442)

or

what matters for the correctness of the conclusion is wheth-

er or not the rule is reliable that is, whether or not the

contingent assumptions which are required to be in place

in order for the rule to be reliable are in fact in place.

(Psillos 1999: 83)

Day and Kincaid also refer to substantive assumptions as necessary

for IBE to succeed:

without substantive assumptions both about explanation

in general and about specific empirical details, IBE is emp-

ty. In short, appeals to the best explanation are really

implicit appeals to substantive empirical assumptions, not

to some privileged form of inference. It is the substantive

assumptions that do the real work. (Day and Kincaid 1994:

282)

Thus, substantive assumptions as described in these quotes are seen

as necessary, without which IBE would not work. These assump-

tions, on the one hand, are prerequisites for IBE to work and, on

the other hand, are consequences that have to follow if IBE is truth-

conducive. As it is seen from the quote, Day and Kincaid even

describe IBE as nothing more than the totality of these assumptions

taken together.

Thagard (2007b: 29–32) gives an argument against the coherence

theory of truth that is applicable here to argue for the connection

between IBE and the structure of the world. Thagard claims that
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historical evidence suggests the world is independent of the repre-

sentation of it, and because of that the aim of representations should

be the correct description of the world, not just a coherent relation

to other representations. Respectively, it would be very lovely if all

the true explanations were coherent and very simple, but this would

not be true if the world is constituted the opposite way. IBE as

formulated to date would not work in every possible world. The

world has to have a very specific ontological structure for IBE to be

truth-conducive. Hence, the theory of IBE is not only an epistemic

and psychological theory, but also presupposes an ontological one.

Realism about the external world is the fundamental assumption

of IBE. If there were no external tangible world then there would

be no possibility for abductive triggers to occur, there would be no

facts or events to explain. Respectively, if there were no external

world then one could not state any causes (which are the favorite

explanans of the proponents of IBE) that would account for the

abductive triggers. All other assumptions of IBE are dependent on

the realism about the external world, because all of them state how

the actual world should be constituted for IBE to work.

Then there are assumptions characteristic of induction in general.

These state that there are regularities in nature and that nature

is uniform, i.e., the physical possibilities and regularities in nature

should not change throughout space and time. Without these as-

sumptions there could be no laws of nature and the same causes

would not produce the same effects. What is more relevant for IBE,

if the nature were irregular and indeterminate then any kind of ex-

planans would be impossible, because the same explanans—even in

the exactly the same circumstances—would not be capable of ac-

couning for the same explanandum.

There are two principal substantive assumptions characteristic
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solely to IBE. The first is the reliance on substantive background

knowledge. In every particular instance of IBE the content of the rel-

evant background knowledge and the truth of this content are taken

as assumptions. This is one more reason why IBE cannot be truth-

conducive in every possible world, because a particular content of

background knowledge cannot be true in every possible world. The

empirical and theoretical facts embedded in background knowledge

act as the assumptions, firstly, by restricting the set of relevant and

plausible hypotheses to be evaluated and, secondly, by determining

the relevant explanatory considerations to be used in the evalua-

tion. Background knowledge filters and rejects any explanation or

explanatory consideration that would be incoherent or contradict

it. Background knowledge also has to indicate why in a particular

explanation a particular explanatory virtue contributes to the plau-

sibility of the explanation. Moreover, acceptance of something as

background knowledge implies that it is assumed to be true. Thus

the best explanation can be true if and only if the particular content

of background knowledge is true, i.e., if the state of affairs is exactly

as described in the background knowledge.

Truth-conduciveness or confirmation-conduciveness of explana-

tory virtues is the second substantive assumption characteristic only

to IBE. If it is really the case that each best explanation, i.e., an

explanation that is more coherent, unified and simple than its com-

petitors in a particular situation, is true, then coherence, unification

and simplicity have to be truth-conducive. If IBE is a form of in-

ference that is reliable in the actual world then the world has to be

such that coherence, unification and simplicity are truth-conducive

in it, i.e., it has to be coherent, unified and simple.

It was argued earlier that IBE is psychologically adequate, be-

cause people seem to follow the rule of IBE in their ampliative
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reasoning. The evolutionary psychology interpretation of this fact

would claim that this adaptation is due to IBE’s reliability: the use

of IBE helped us to survive in the world. If there were even bet-

ter survival-enhancing ampliative ways of reasoning they would have

replaced IBE. But, if the use of IBE helps us to successfully adapt

and act in the world and there is no better kind of inference, it can

indicate that IBE reflects the structure of the actual world. The

theories of IBE claim that explanations that satisfy the explanatory

virtues the most, i.e., are the most coherent, unified, and simple,

should be accepted as true. If people are most successful when em-

ploying the most coherent, unified and simple theories that would

mean that the world these people are acting in is indeed coherent,

unified and simple. If the evolutionarily psychology interpretation of

the psychological adequacy of IBE is true, the particular ontological

structure of the actual world can be the only possible explanation

for entrenchment of IBE among people as the cognitive mechanism

for the ampliative reasoning (however, the better-safe–than-sorry

argument refutes this interpretation).

We can now specify the biconditional put forward at the begin-

ning of the section:

IBE is truth-conducive if and only if there is an external

world that is uniform and has regularities in it, the back-

ground knowledge depicting the state of affairs in this ex-

ternal world is true, and the explanatory virtues are truth-

conducive.

The ‘if’ direction in the biconditional, being the sufficient condition,

states the prerequisites that have to be true for IBE to be truth-

conducive. The ‘only if’ direction, being the necessary condition,

states the consequences that have to be true if IBE is truth-con-
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ducive. The substantive assumptions are the prerequisites and the

consequences of IBE at the same time. There arises a vicious cir-

cle: the only reason to believe in the truth of the assumptions that

would make IBE truth-conducive is IBE itself. For example, in the

realism-skepticism (about the external world) debate the hypothesis

that our sense experiences are caused by the external world roughly

similar to our experiences of it is taken to constitute the best ex-

planations for these experiences (e.g., Beebe 2009). If there were

no regularities, order or determinate causal-nomological structure of

the world then the results and success of natural sciences would be

hard to explain. In the scientific realism-antirealism debate the only

reason to believe in the truth of scientific theories is the no-miracle

argument (the truth of the scientific theories is the only explana-

tion for their empirical and theoretical success) (Putnam 1975: 73),

which is an instance of IBE. The background knowledge is the prod-

uct of the explanatory considerations and is used at the same time

to evaluate the further explanatory considerations. The particular

ontological structure of the world can be the only explanation of why

IBE is psychologically adequate. The proponents of IBE do not see

this circle as vicious (e.g., Psillos 1999: ch. 4; Carruthers 1992:

ch. 12), but rather as similar to the hermeneutical circle: IBE and

its presuppositions and implications gain increasing mutual support

while moving in this circle. They claim this circle is what one would

expect given that the major part of justification of IBE is brought

by the considerations of coherence. We are not going to evaluate

the viciousness of this circle here. What is important for the task of

this section is to conclude that these substantive assumptions must

hold if IBE is to be truth-conducive.

Hence the theories of IBE, if true, make ontological commitments.

Even the conceptual or formal establishment of truth-conduciveness
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of the features of IBE will have these ontological implications, and

these would have to hold in every possible world. None of the other

substantive assumptions can ever be ascertained due to underdeter-

mination. Only the empirical refutation of these claims can be con-

clusive. Therefore, if IBE has any non-formal ontological assump-

tions, we cannot ever ascertain whether those assumptions really

hold in our world. The only thing we may succeed in is to ascertain,

with the help of the natural sciences, that these assumptions do not

hold—and this is exactly what is going to be done next.

2.5.2 Empirical-Historical Justification

The biggest approximation of a hypothesis to the truth is its em-

pirical success. Empirical success of a hypothesis is more accessible

to us than knowledge of its truth, which is, actually, inaccessible.

Hence, as an indicator of the truthlikeness of a hypothesis we can

use its empirical success, and the problem of the truth conduciveness

of explanatory power, consequently, can be analyzed as a problem

of confirmation-conduciveness of explanatory power. Based on these

considerations we can operationalize claims about truth-conducive-

ness of IBE. The best explanation is either true or has the highest

probability among its competitors. Hence, it has to be either totally

successful or be more successful than any of its competitors.

Metaphysical explanatory virtues can only be justified empiri-

cally. As Newton-Smith (1981: 224–225) notes, one applies meta-

induction (induction on products of inductive reasoning) to discern

what features are operative in theories that are considered to be

successful. However, this simple association does not suffice to show

the truth conduciveness of explanatory virtues. To prove truth con-

duciveness one has to show that any hypothesis with the ultimate

degree of explanatory loveliness has to be successful, and not simply
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show that the successful and allegedly true theories exhibit these

virtues. Moreover, even if all known hypotheses with the ultimate

degree of explanatory power appeared to be successful, this does not

mean that IBE is truth-conducive. Inferring the latter is an instance

of enumerative induction and this we know to be underdetermined

by the evidence. Only a refutation can be conclusive, but success-

ful confirmation of the truth of some conclusion of IBE cannot be

conclusive justification of IBE.

Scientific realism is a philosophical view claiming that there are

good reasons to believe that well-supported scientific theories are

likely to be true or at least approximately true (Kitcher 1993; Lep-

lin 1997; Niiniluoto 1999a; Psillos 1999: e.g.,). Scientific realism

explicates truth according to the correspondence theory of truth, ac-

cording to which, a proposition is true if it corresponds to the state

of affairs. Hence, scientific realism claims that theoretical state-

ments of science depict our surrounding reality exactly as it actually

is. Scientific realism claims that current scientific theories are true.

Scientific realism also claims that current scientific theories are the

products of IBE. Therefore, if scientific realism is true, it should

follow that the products of IBE are true.

However, the latter conditional is false. One should take into ac-

count that there are products of IBE that were or are unsuccessful.

The pessimistic induction is one of the most important arguments

against scientific realism. Laudan (1981) presented the pessimistic

meta-induction argument in order to show that the history of sci-

ence refutes the claim that the empirical success of particular scien-

tific theories implies the truth of these theories. He gives a list of

theories, which in their time were empirically successful, but later

become refuted. These theories postulated some theoretical enti-

ties that, after theories were refuted, appeared to be nonexistent.
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According to Laudan, “a realist would never want to say that a

theory was approximately true if its central theoretical terms failed

to refer” (Laudan 1981: 33), therefore, the empirical success of sci-

entific theories cannot be the indicator of their truth. A further

meta-inductive inference (“meta” here means that it is an inductive

inference about the science, which itself is an inductive endeavor, or

possible scientific development) concludes that theoretical terms of

current empirically successful theories can also fail to refer to actual

entities. From the premise that there were empirically successful,

but false theories, Laudan makes the conclusion that current em-

pirically successful scientific theories may be false. In other words,

empirical success is not sufficient for the truth.

The pessimistic induction is applicable to IBE too. Thagard ad-

mits that

the history of science is replete with highly coherent the-

ories that have turned out to be false, which may suggest

that coherence with empirical evidence is a poor guide to

truth. (Thagard 2007b: 28)

Newman provides a more particular example of explanatory lovely

theories which appeared to be false:

one could plausibly argue that unification was an impor-

tant component in the acceptance of both phlogiston and

caloric theories. Phlogiston provided a unifying explana-

tion not merely for processes of combustion, but also for

calcination, respiration, and smelting. Similarly, caloric

explained not merely the transfer of heat, but was also

used to derive the adiabatic gas laws, and provided more

accurate predictions for the speed of sound in air. (New-

man 2009: 126)
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Bird provides yet another example:

good explanations are frequently falsified and often re-

placed by less virtuous ones. The theory of relativity is less

simple than the Newtonian mechanics it replaced, while

many aspects of quantum theory are distinctly lacking

in virtue and can even be regarded as explanatorily vi-

cious (renormalization, non-locality, complementarity, and

so on). The ancient theory of four elements was replaced

by one with over one hundred elements. Even if the bal-

ance seemed to be restored by the discovery of the three

subatomic components of atoms, it was put out of kilter by

the subsequent discovery of a zoo of such particles. (Bird

2005: 6)

Hence, all of the above theories were in some respect accepted as best

explanations, but turned out to be false. The pessimistic induction

implies that IBE is not truth-conducive.

The pessimistic induction is even more damaging to the truth-

conduciveness of IBE than to the truthlikeness of scientific realism.

For scientific realism to be true, it suffices that current successful

scientific theories are true or close to the truth, no matter how they

were discovered or accepted. Hence, pessimistic induction will fail to

refute scientific realism if current scientific theories are actually true

even if some of the past scientific theories were false. However, for

IBE to be truth-conducive, it does not suffice that current instances

of IBE are true. For IBE to be truth-conducive, all instances of

IBE have to be true and if, as the pessimistic induction indicates,

there were instances of false conclusions of IBE, then IBE cannot be

truth-conducive. Current instances of IBE may be true because the

background knowledge is now more accurate and provides a much
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smaller set of potential explanations for relevant problems. But

being simply the best explanation for a hypothesis does not suffice to

be truthlike, as the pessimistic induction indicates. The pessimistic

induction thus deductively refutes the truth-conduciveness of IBE.

Even though Thagard (2007b) admits that there were many very

coherent theories that have turned out to be false in the history of

science he claims that theories that possess certain features were not

among the refuted theories and because of that can be considered to

be true. More particularly, Thagard notes that theories that both

unify and are deepened over time were never rejected as false. He

proposes a deepening maxim:

explanatory coherence leads to truth when a theory not

only is the best explanation of the evidence, but also broad-

ens its evidence base over time and is deepened by expla-

nations of why the theory works. (Thagard 2007b: 37)

and

the deepening maxim can then be specified as the induc-

tion that theories can be judged to be true if they have

been deepened by having the mechanisms they describe

decomposed into more fundamental mechanisms for which

there is independent evidence. As we have seen, induc-

tive support for the deepening maxim includes the germ

theory of disease, the neuronal theory of brains, molecular

cell biology, molecular genetics, and the atomic theory of

matter. (Thagard 2007b: 40)

Hence, what Thagard claims is that unification alone is susceptible

to the pessimistic induction, but unification and deepening together

are not. In other words, Thagard claims that unification alone is not

sufficient for the truth-conduciveness of explanatory power and that
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deepening is necessary for the truth-conduciveness of explanatory

power.

However, the deepening maxim cannot salvage the truth-con-

duciveness of IBE. Thagard’s argument is an argument in support

of scientific realism rather than in support of IBE. He admits the

falsehood of discarded theories; hence he admits the falsehood of

some instances of IBE. If the deepening maxim were to save IBE,

it could do it only by arguing that discarded theories were not the

best explanations, and that they were lacking in explanatory depth.

However, they were accepted as the best at their time, hence, if IBE

is truth-conducive, they should have been true. If for some scien-

tists they were the best, but for Thagard they are not, then it only

strengthens another argument that IBE cannot be truth-conducive,

because there often may be instances of contradicting orderings of

explanatory loveliness.

2.6 The Refutation of Truth-Conduciveness of

IBE

Neither of the enumerated ways of justification gives a satisfactory

justification of the truth-conduciveness of IBE. This section claims

that IBE is a genuinely inductive kind of inference, that its inductive

features undermine its truth-conduciveness and that its truth-con-

duciveness is refuted by yet further arguments.

IBE does not conform to the logical rules of valid inference. IBE

is an instance of abduction. The logical form of abduction is the

following:

{C,A→ C} � A.
This logical form is a logical fallacy known by the name Affirming the

Consequent and sometimes by the name modus morons (Thagard
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2007b: 288). This logical form is not deductively valid, because the

truth of the consequent of the conditional does not entail the truth

of the antecedent. For example, suppose we see through the window

that the grass is wet. We know that grass gets wet if it rains on

it. The probability of the rain as the actual explanation of the wet

grass can be further enhanced by the presence of dark clouds and the

morning weather forecast that it should rain. Nevertheless, all this

does not entail that it actually rained. Maybe somebody watered the

grass to deliberately deceive us or maybe an alien spaceship dropped

a water bomb on our lawn. These two alternative hypotheses are

equally logically possible as the rain hypothesis. One can always

present a description of a possible world, in which any conclusion of

IBE would be false.

Abduction is the first of the two steps of IBE. One can argue

that maybe the second step, which mimics the disjunctive syllogism,

makes IBE valid. However, for the disjunctive syllogism to necessi-

tate a true conclusion, the premises of the inference have to be true.

In the case of IBE, it means that the set of potential hypotheses has

to be exhaustive. We argued (2.2) that in the case of IBE it is im-

possible to have a set of potential hypotheses that is exhaustive. All

the potential hypotheses have to be the conclusions of abductions,

hence they will be invalid. A catch-all hypothesis—a negation of all

the potential hypotheses in the set—would make the set exhaustive,

but it cannot be added to the set of potential hypotheses if it is

not explanatory, i.e., if it is not a conclusion of abduction, and a

catch-all hypothesis cannot be explanatory in relation to a particu-

lar problem at hand, because it explains the negation of the relevant

abductive trigger rather than the relevant abductive trigger itself.

For example, a blown fuse is an explanation for the failure of the

light bulb, but a catch-all for it “The fuse did not blow” will not ex-
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plain the failure of the light bulb, because, according to this fact, the

light bulb should remain lit. Hence every instance of IBE remains

an instance of abduction and, consequently, remains an instance of

Affirming the Consequent.

The set of potential explanations cannot be exhaustive due to

one more reason. Every instance of IBE is underdetermined by the

evidence, because any abductive trigger is consistent with a poten-

tial infinity of possible explanations. Any abductive trigger is true.

One of the tautologies in the propositional logic (C → (A → C))

states that a true proposition is inferable from any other proposition.

Hence, everything that is not proven otherwise is a potential expla-

nation, and everything that is not disproved is a legitimate abductive

inference. For example, a simple disjunction introduction (Law of

addition) guarantees that alternative explanations, although most

often not very plausible, can be generated infinitely. Therefore, one

cannot claim to know the best explanation, because one can never

evaluate all the possible explanatory hypotheses.

These two reasons strengthen and elaborate the bad lot argument.

In every instance of IBE the true explanation might not be among

the explanations selected for the evaluation. The theories of IBE are

underdetermined by the bad lot argument.

The theories of IBE are further underdetermined by the possibil-

ity of competing incompatible rankings of explanatory power (2.2).

Explanatory power is evaluated by the multiplicity of criteria, i.e.,

by the multiplicity of explanatory virtues. Even different aspects

of one and the same explanatory virtue can produce contradictory

rankings of explanatory power. Contradictory ranking would iden-

tify different hypotheses as the best ones, but all of them cannot be

true at the same time. Even if we picked a particular hypothesis as

the best one, another hypothesis that is better according to some
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other explanatory virtues can be the actual explanation. Not only

the explanatory hypothesis, but the applied explanatory virtues may

also be of a bad lot.

The bad lot argument is further strengthened by the pessimistic

induction argument. Pessimistic induction presents examples of

lovely theories that are false. That is, there are theories that were the

best explanations at their time, but now they are known to be false

and are superseded by even better explanations. Hence every exam-

ple of a superseded theory from the pessimistic induction argument

is an example of the bad lot situation in action. Stanford (2006)

devoted a whole book to show that scientists repeatedly failed to

include in the pool of potential explanations those hypotheses that

later scientists accepted as better ones. According to him,

we have abundant evidence that in past cases we have

failed to canvas all of the likely, plausible, or well-confirmed

theoretical explanations of the data before proceeding to

eliminate alternatives. (Stanford 2006: 31)

On the other hand, the pessimistic induction argument warrants

an even stronger conclusion. The pessimistic induction argument

applied to the theories of IBE refutes the truth-conduciveness of

IBE (2.5.2). Being the best does not suffice to be truthlike. There

were instances of false conclusions of IBE; therefore IBE cannot be

truth-conducive.

Finally, the better-safe-than-sorry beliefs are pragmatically war-

ranted and useful, albeit false, beliefs. The rationale behind the

better-safe-than-sorry beliefs (2.3.3) precludes the possibility of jus-

tifying truth-conduciveness of IBE on the grounds that it is prag-

matically indispensable.

The theories of IBE set greater requirements for its inferences
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than abduction, but inferences of both IBE and abduction are e-

qually truthlike, i.e., IBE, in the same way as abduction and be-

cause it is an instance of abduction, provides only potential expla-

nations. Even though the conclusions of IBE are more reasoned than

the conclusions of mere abduction, the mechanism of IBE does not

grant that the conclusions of IBE are true. More particularly, co-

herence with background knowledge very strongly constrains the set

of potential explanations. Some conclusions may appear to be more

surer than others, but this can happen only because background

knowledge constrains the set of potential explanations more strongly.

When the relevant background knowledge is scarce, IBE should be

erroneous very often. When there is a considerable amount of rel-

evant background knowledge, IBE should be erroneous less often.

When there is ample relevant background knowledge IBE should be

certain or almost certain. Nevertheless, the IBE in all these cases is

as equally probable an inference as any other possible inference that

is consistent with background knowledge. Therefore, IBE (consis-

tency with background knowledge plus explanatory relations) can-

not be said to be truer than mere abduction (mere consistency with

background knowledge). IBE provides a more fine grained set of

potential explanations; however, the fine graininess is no guarantee

that the actual explanation will be an element of this set. IBE only

gives reasons to believe in the truth, but is not sufficient to grant it.

IBE is a genuine inductive inference with all the inductive flaws.

Many philosophers exhibit confidence about IBE which, for the

moment, is unwarranted if one is to scrutinize IBE: current ways of

justifying the truth-conduciveness of IBE are unsuccessful. Never-

theless, this conclusion does not imply that there cannot be any

other possible way to justify the truth-conduciveness of IBE. A

widespread use of IBE is rather successful and this success can be
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understood as an abductive trigger that needs to be explained. A

promising research project is to scrutinize the concept of material

inference. This thesis maintains IBE to be a kind of material in-

ference, i.e., an inference when the truth of the conclusion, given

true premises, depends on the meanings of the non-logical terms

and, consequently, on the content of propositions in the inference.

Hence, if IBE is actually truth-conducive, then there has to operate

a peculiar kind of validity, which may be called “material validity.”

The concept of material inference is rather rarely mentioned in the

philosophical literature. Material inference is often associated with

Sellars (1953), but the concept can be traced back at least to the

works of Jean Buridan. Only lately it began to gain slightly greater

interest among philosophers (e.g., Brandom 1994; 2001; Brigandt

2010; Norton 2003; Read 1994).

To conclude, there are currently no satisfactory conceptual, for-

mal or historical reasons why IBE has to be truth-conducive. The

belief in the truth of best explanations is unjustified, even if we have

a cognitive bias to infer this kind of hypotheses and even if some

hypotheses later appear to be true. Conclusions of IBE are true

contingently rather than inherently. The most that the theories of

IBE can argue is not that IBE is truth-conducive, but, as the evo-

lutionary psychology interpretation of IBE as a psychological fact

suggests, IBE provides true conclusions more often than any other

known ampliative method of reasoning. However, if this is true, it

does not imply that conclusions of IBE are true more often than

false. It provides an easier or more convenient way to seek the truth

than other forms of ampliative inference, but it does not always lead

to the truth. It is a convenient and psychologically compelling way

to assign probability distributions, but empirical conditionalization

would most often correct and adjust the assigned probability dis-
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tribution for a hypothesis. Hence pragmatic warrant remains the

strongest justification of IBE: currently there is no better method of

ampliative inference. However, being pragmatically warranted does

not make IBE truth-conducive.

IBE is in its essence an instance of the ad Ignorantiam (the ar-

gument from ignorance) fallacy: acceptance of a conclusion on the

basis that it has not yet been proven false. This is most evident in

the quote of Psillos

if a hypothesis has been chosen as the best explanation,

then it has fared best in an explanatory-quality test with

its competing rivals. So unless there is reason to think that

it is superseded by an even better explanation, or unless

there is reason to believe that the recalcitrant evidence

points to one of the rivals as a better explanation, to stick

with the best explanatory hypothesis is entirely reasonable.

(Psillos 2002: 622)

Thus logically IBE is a fallacy, but in ordinary life it is a mode of

operation.
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Conclusions

1. IBE is a form of material inference that ascribes truth to the

hypothesis that has the highest degree of explanatory virtues

among its competitors: it is the most consistent with approved

background knowledge, the most unifying, the deepest and the

simplest. If a hypothesis is not consistent with or does not re-

store consistency in the relevant background knowledge, then

the hypothesis cannot be an abductive conclusion and, because

of that, cannot be included in the set of potential explanations.

In addition to consistency unification as an explanation of sev-

eral different kinds of phenomena, explanatory depth as an ex-

planation of why the proposed explanation should be true, and

simplicity as fewness of posited explanatory entities or short-

ness of expression of an explanation are features attributed

to explanations having a sufficient rationale to be accepted.

Therefore, if explanations exhibiting these features are good

explanations, then explanations exhibiting the highest degree

of consistency, unification, depth and simplicity are the best

explanations. Nevertheless, there are two inconsistencies in the

theories of IBE:

(a) The theories that treat coherence as the main explanatory

virtue are circular, because coherence itself stands for con-

sistency plus explanatory relations. Therefore, explanatory

power and coherence should be considered to stand for the
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very same phenomenon and explicated as derivable from

the rest of explanatory virtues.

(b) Probabilistic measures of explanatory power are superflu-

ous: if probability distributions are known, then the poste-

rior probability formula is the correct way to identify the

most likely hypothesis, but this ceases to be IBE; if prob-

ability distributions are not known, then one cannot apply

probabilistic measures of explanatory power and has to rely

on the explanationist account of explanatory power. Either

way, there is no actual need for the probabilistic measures

of the explanatory power. The explanationist account of

explanatory power is sufficient for the task at hand.

2. Current theories of IBE can be classified into four basic ways

of justifying the truth-conduciveness of IBE:

(a) The reliabilist-coherentist way claims that IBE is truth-

conducive, because it is reliable—prone to produce true

beliefs rather than false ones—and it is reliable, because it

enhances the total coherence of knowledge.

(b) The evolutionary way claims that IBE is truth-conducive,

because reasoning following IBE is a survival-enhancing hu-

man cognitive capacity and the best explanation for why

IBE is survival-enhancing is because IBE provides true be-

liefs.

(c) The probabilistic way claims that IBE can be defined prob-

abilistically and IBE is truth-conducive, because hypothe-

ses with the highest degree of explanatory virtues appear

to have the highest posterior probability.

(d) The empirical-historical way claims that IBE is truth-con-

ducive, because hypotheses with the highest degree of ex-
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planatory virtues are empirically confirmed and truth or

at least approximate truth is the best explanation for the

empirical confirmation.

3. None of the four ways of justification discerned above grants

the truth-conduciveness of IBE:

(a) Better-safe-than-sorry argument refutes the evolutionary

way of justification: there are survival-enhancing beliefs

that do not have to be true.

(b) Pessimistic induction refutes the empirical-historical way of

justification: there were instances of best explanations that

were accepted as true, but later appeared to be false.

(c) The possibility of contradicting orders of explanatory power

undermines the reliabilist-coherentist way of justification:

one can never be sure that there is no alternative, and more

adequate, ranking of explanatory power.

(d) The bad lot argument undermines the reliabilist-coherentist

way of justifying IBE: the set of potential explanations can

never be exhaustive and the use of catch-all hypotheses

cannot correct that. Pessimistic induction strengthens the

bad lot argument: every example of a superseded theory

from the pessimistic induction argument is an example of

the bad lot situation in action; a better theory, which su-

perseded the old one, was not considered when the old one

was accepted. The possibility of contradicting orders of ex-

planatory power strengthens the bad lot argument: even if

we picked a particular hypothesis as the best one, another

hypothesis that is better according to some other explana-

tory virtues can be the actual explanation.
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(e) The material nature of IBE contradicts an application of

the probabilistic way to argue for the truth-conduciveness

of IBE. Probabilistic justification would make IBE deduc-

tively, i.e., formally valid. However, IBE is a non-deductive

kind of inference; its alleged validity is not formal, but ma-

terial, dependent on the substantive considerations.

(f) Further research on the concept of material inference has

to be conducted in order to assess whether there is any way

to show that IBE is truth-conducive.

4. Even though, for the time being, IBE cannot be showed to be

truth-conducive, IBE is a widespread psychological practice to

provide hypotheses that can later be empirically tested. Af-

ter successful empirical tests, conclusions of IBE can be given

credence, but not before. Therefore, IBE is warranted at most

pragmatically: there is currently no better kind of ampliative

inference and its application helps us to successfully cope with

the world. However, pragmatic warranty does not imply the

truth-conduciveness of IBE.
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