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A science imposes limits on itself and makes its progress by attacking 

only those problems that it is fitted to attack by existing knowledge and 

methods (D.O. Hebb, 1974) 
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ABBREVIATIONS 

Ach-acetilcholine 
ANOVA-analysis of variance 
ASSR-auditory steady-state response 
avWT- phase-synchronized WT amplitude measure, evoked 
amplitude 
C3, Cz, C4- central electrodes 
DA-dopamine 
EEG-electroencephalography
ERPs-event-related potentials 
F3, Fz, F4-frontal electrodes 
FFT-Fast Fourier transform 
GBR-gamma band response 
ICA-independent component analysis 
ITPC-intertrial phase coherence, phase precision 
MEG-magnetoencephalography 
MOI – measure of interest 
N1-first negative deflection of slow ERPs 
NA-noradrenalin
NMWF- non-negative multi-way factorization
P1-first positive deflection of slow ERPs 
P2-second positive deflection of slow ERPs 
P3, Pz, P4-parietal electrodes 
PARAFAC- Parallel Factor
PCA-principal component analysis 
ROI-region of interest 
SD-standard deviation 
SPL-sound pressure level 
TF-time-frequency 
WTav- average amplitude of the oscillation, total intensity
WT-wavelet transform 
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1. INTRODUCTION 

Thirty years ago, Charles Shagass had already noted that 

electrophysiology stands at the interface between behavioral and neuronal 

events and that it offers some accessible means of bridging part of the gap 

between them: ’’Rapid and complete data reduction will permit analysis of 

recordings of many different kinds of electrical events from numerous sites. 

More important, it should become possible to extract the mathematical 

properties of these signals and the relationships between them. It is my hope 

that these properties will both reflect underlying processes and be of diagnostic 

utility’’ (Shagass, 1976).

This mainly refers to the analysis of brain activity that is non-invasively 

recorded from the scalp-electroencephalogram (EEG). When some kind of 

stimulus is presented, sequences of neural responses that are related to the 

processing of this stimulus are evoked and called event-elated potentials 

(ERPs). Processing stages are manifested either in parallel or in a series as an 

activity of several brain regions. Neural activities generate the flow of electric 

current in the brain, and all processing occurs as a spatiotemporal alteration in 

global current. The momentary electric field, i.e. the electric potential 

distribution on the scalp, shows us the sum of all currents at any given moment 

in time. In a sense, the EEG is the recording of these electric field potentials in 

discrete scalp positions (Michel et al., 1999). This can be applied to the study 

of both sensory and cognitive aspects of the brain’s information processing.   

The EEG/ERP recording procedure is rather routine and highly 

standardized in respect to electrode placement, recording conditions and 

equipment. However, a variety of stimulation/behavioral protocols exists. It is 

pertinent to know the best recording conditions for each type of the ERPs to 

ensure correct and stable results. Several types of ERPs elicited by auditory 

stimuli have found widespread application in practice. For example, P300 

potential requires direct subjects’ participation during recording procedure, as 

the subject has to count/respond with button press to a particular kind of 
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stimuli. However, for clinical populations passive paradigms are occasionally 

more appropriate.

Recently so called auditory steady-state response (ASSR) became very 

popular. ASSR is recorded when stimuli are presented periodically and 

demonstrate how the brain „follows“ a stimulus or how the stimulus  „drives“ a 

response. ASSR is a complex potential with transient response comprised of 

P1-N1-P2 complex in the beginning of stimulation and steady-state phase 

during entrainment. While transient responses are most appropriately measured 

by selecting peaks and throughs and calculating their amplitudes, ASSRs are 

most appropriately measured in the frequency domain – determining phase and 

amplitude of the oscillation.

The ASSR has been shown to be impaired in schizophrenia and other 

disorders. As the eliciting paradigm of the potential is passive-subject does not 

have to respond in either way to the stimulation - the background behavioral 

conditions during recordings have to be standardized. However, it has not been 

done yet. 

ASSR recording conditions vary in the level of arousal/activation and 

attentional demands towards stimulation. Both attention and arousal are multi-

dimensional psychological processes that interact closely with one another 

(Hebb, 1955). Moreover, it has been suggested that arousal and activation 

reflected separate processes of the attention system: ‘‘arousal’’ defined as the 

current energetic level of the organism, i.e. a non-specific activation of cerebral 

cortex in relation to sleep wake states, ‘‘activation’’ defined  as a separable 

tonic measure reflecting the task-related mobilisation of energy (relative to 

some baseline level of arousal, and thus activation is not easy to separate 

experimentally from arousal and referred to as “activation/arousal”), which is 

needed to perform a task and “attention” implying a more focused activation of 

the cerebral cortex that enhances information processing (Oken et al., 2006). 

Thus, tasks involving focused attention also involve tonic mobilization 

depending on the level of effort, therefore leading to increased activation level 

and increased arousal level during the task processing (Barry et al., 2007). 
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There is a great lack of information on the optimal recording states of 

ASSRs and there are no systematic researches up to date to uncover the effect 

of arousal/activation and attentional demands on this ERP.  

1.1. Aim and objectives 

The aim of the study was to investigate the effects of varying arousal, 

activation and attention level on the auditory steady-state responses.

The following objectives were formulated: 

1. To assess and compare auditory steady-state responses in: 

high vs. low arousal level conditions; 

high vs. low activation level conditions; 

2. To assess the effects of: 

attentional demands, varying from focused attention on 

stimulation to distraction from stimulation, on auditory steady-

state responses. 

arousal/activation and attentional manipulations on transient 

auditory response. 

1.2. Actuality and scientific novelty 

For the fist time focused attention, unfocused state and distraction tasks 

were applied during auditory steady-state response in one experimental setup. 

For the first time concept of “activation” was introduced to auditory 

steady-state response experiment and the complex effect of attention and 

activation on auditory steady-state responses was shown. 

For the first time differential modulation of 20Hz auditory steady-state 

response and 20Hz ASSR-related 40Hz activity by arousal/activation and 

attention was shown. 
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For the first time multichannel auditory steady-state responses data was 

decomposed with non-negative multi-way factorization (NMWF), validating 

this method as suitable for steady-state response analyses. 

1.3. Application 

The results contribute to 1) the clarification of the modulatory effects of 

arousal/activation and attentional demands on both auditory steady-state 

responses and auditory transient responses; 2) the selection of appropriate 

recording conditions for auditory steady-state responses and transient event-

related potentials; 3) the correct data interpretation from auditory steady-state 

response experiments; 4) the application of NMWF decomposition for 

multichannel auditory steady-state response data. 

1.4. Defended statements 

1) The lower arousal level increases the total neuronal resources (measured 

as total intensity) leaving the proportion of phase-aligned neuronal 

recourses (measured as evoked amplitude and phase precision) of the 

40Hz ASSR unchanged. 

2) The differences between tasks varying in arousal/activation and 

attention level are the result of the counterbalancing effects of the 

attention and arousal/activation induced processes:  

- the lower arousal/activation level increases the proportion of 

phase-aligned neuronal resources (measured as evoked amplitude 

and phase precision) of the 40Hz ASSRs and 20Hz ASSR-related 

40Hz activity leaving the total amount of neuronal resources 

(measured as total intensity) of the oscillation unchanged;  

- the lower  attention level paid to the stimuli reduces the 

proportion of phase-aligned neuronal resources (measured as 

evoked amplitude and phase precision) of the 40Hz ASSRs 
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leaving the total amount of neuronal resources (measured as total 

intensity) of the oscillation unchanged.

3) Neither total amount of neuronal resources (measured as total intensity) 

nor the proportion of phase-aligned neuronal resources (measured as 

evoked amplitude and phase precision) of the 20Hz ASSR are sensitive 

to the levels of arousal, activation and attention. 

4) The lower arousal level increases the neuronal resources (measured as 

the amplitude of P1 wave) for preattentive auditory stimulus processing.  

5) The lower arousal/activation and attention levels enhance processes that 

trigger allocation of attention to the stimulus, as reflected by N1 wave 

amplitude.  
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2. LITERATURE REVIEW 

2.1. Auditory steady-state responses 

Electroencephalographic responses to acoustic stimuli in general have 

been recorded for about 70 years (Davis, 1939). When high-frequency 

sinusoids modulated with a lower modulation frequency are applied to the ear, 

the auditory neuron fibres fire synchronously to the envelope (Moller, 1974). 

This can be recorded with EEG and the first significant auditory potential study 

with modulated tones was conducted by Galambos et al. (1981) on modulation 

frequencies of 40 Hz. There are several definitions being used to refer to 

periodic electroencephalographic response: 1. the amplitude modulation 

following response (AMFR by  (Kuwada et al., 1986)), 2. the steady-state 

evoked potential (SSEP by (Cohen et al., 1991)) and 3. the envelope following 

response (EFR by (Dolphin and Mountain, 1992)). The currently most popular 

term is the auditory steady-state response (ASSR) and it will be used 

throughout this manuscript. 

A steady-state response is a response `whose constituent discrete 

frequency components remain constant in amplitude and phase over an 

infinitely long time period (Regan, 1989). The ASSR may reflect the driving of 

smaller populations of neurons compared with larger network. Whereas 

transient responses (e.g. auditory brainstem responses) are evoked by stimuli 

that do not have a periodic nature, steady-state responses are evoked by 

repetitive stimuli that are presented continuously or at a stimulus rate that is 

fast enough to cause an overlap of the consecutive responses. 

Typical stimuli for eliciting auditory steady-state responses (ASSR) are 

sequences of clicks (Galambos et al. 1981; Hari et al., 1987), Gaussian tone 

pulses (Pantev et al., 1996), or amplitude modulated tones (Linden et al., 1987)  

2.1.1. ASSR structure  

Four intervals can be distinguished in the ASSR (Figure 2.1): 
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1) The onset of the tone elicits P1-N1-P2 complex that lasts for about 

100ms, and then a sustained potential (SP) lasting through the tone 

(Figure 2.1B). This part is similar to a conventional P1-N1-P2 complex 

of auditory ERPs (Ross et al. 2005). Riding on the SP there is a small 

ASSR (Figure 2.1A). This can be seen when analyzing in the time-

voltage domain. When analyzing in time-frequency domain, the 

beginning of ASSR is preceded by a brief burst (about 50ms) of gamma 

band activity, gamma band response (GBR) that is evident after high 

pass filtering (Figure 2.1C). 

2) During 100-250 ms ASSR amplitude increases linearly and reaches its 

maximum. 

3) Up to the end of stimulation (800 ms), the ASSR signal with stable 

amplitude is registered. 

4) The response falls back within 50 to 100 ms. 

Figure 2.1. The constitutive parts of ASSR.  The data from eight subjects having 200 
responses is presented. The stimuli were 1000Hz tones lasting 1 second presented 
binaurally every 2 sec at 60 dB HL. (A) Transient response in the beginning of 
stimulation and ASSR riding on the sustained potential; (B) constitutive parts of 
transient response (P1-N1-P2 complex) and sustained potential (SP), seen when data 
filtered low pass at 24Hz; (C) gamma band response (GBR) in the beginning of 
stimulation followed by ASSR are evident when data band passed at 32-60Hz. Figure 
based on  Picton  (2007) and Ross et al. (2005). 
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2.1.2. SSR generation theories 

Currently there are three theories seeking to explain the generation of 

SSRs.

Figure 2.2.  SSR response generation theories. (A) a model proposed by Galambos et 
al (1989) where SSR is the result of superposition of transient responses; (B) SSR as 
a result of superposition of transient gamma band responses and (C)  SSR is a 
separate stimulus-driven oscillatory activity. 

In the initial study Galambos et al. (1989) suggested that the auditory 

40Hz ASSR represented the superimposition of the transient middle-latency 

responses to each of the stimuli. Since the waves of the transient responses 

reoccurred at inter-peak intervals of about 25ms, the superimposition was most 

effective at stimulus rates of 40Hz (Figure 2.2 A) (Stapells et al., 1987).

Another proposition was that SSRs result from superimposition of 

transient gamma band responses that are evoked with every auditory stimulus. 

However this hypothesis was rejected as GBR and SSR were generated by 

different generators (Figure 2.2B) (Pantev et al., 1993; Pantev et al., 1996).

However, several findings indicate that the ASSR in the gamma range 

represents a resonance response or oscillation, rather than a simple 

superposition of discrete evoked potentials to individual clicks. Ross et al. 
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(2005) provided evidence that the SSR is a type of stimulus–driven oscillatory 

brain activity rather than an evoked response that is generated in addition to 

ongoing spontaneous activity (Figure 2.2C). It is possible that the ASSR 

reflects a combination of the initial response to the individual stimulus and the 

output of a resonance response (Ross et al., 2005).  

2.1.3. ASSR sources 

Animal studies 

ASSRs have been elicited from many nonhuman mammalian species, 

including primates (Burton et al., 1992; Steinschneider et al., 1998; Harada et 

al., 1994), cats (Hari et al., 1987; Karmos et al., 2002); rabbits (Kuwada et al., 

2002) and rodents (Conti et al., 1999; Franowicz and Barth, 1995; Santarelli et 

al., 2003; Szalda and Burkard, 2005). As with human recordings, there is 

growing evidence that the ASSR in animals is primarily generated in auditory 

cortex and may be related to local field potentials. Kuwada et al. (2002) 

showed that while the cortex is optimally activated by low frequencies (<20 

Hz) of stimulation, subcortical structures are likely involved in generating 

responses at higher frequencies of stimulation (<90 Hz). This pattern has been 

supported by source localization analysis of EEG data in humans (Herdmann et 

al., 2002). However, in cats, ablation of lower auditory structures, such as the 

inferior colliculus, has been shown to decrease the phase synchrony of the 

ASSRs to frequencies of stimulation within the gamma range (20–80 Hz) 

suggesting that this structure is a primary generator of the response (Kiren et 

al., 1994). The role of the cortex is greatly diminished under anaesthesia 

compared with that of the inferior colliculus (Szalda and Burkard, 2005). 

These data indicate that ASSRs, especially at frequencies below 80 Hz, likely 

reflect contributions from multiple brain generators with the primary auditory 

cortex and the inferior colliculus playing important roles. 
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Human studies 

Intracranial recordings from patients with epilepsy indicate that the 

response is generated in medial Heschl's gyrus (Bidet-Caulet et al., 2007), 

which is consistent with several source analysis studies of the response 

(Gutschalk et al., 1999; Pantev et al., 1996; Ross et al., 2004; Schoonhoven et 

al., 2003) . It has therefore been suggested that the response is primarily 

generated in the auditory core area and in particular in the more medial field 

that would correspond to A1 in primate auditory cortex (Hackett et al., 2001). 

This conclusion is also supported by tonotopy studies (Pantev et al., 1996; 

(Romani et al., 1982; Wienbruch et al., 2006), which indicate that the ASSR 

generator is located more medial for higher and more lateral for lower 

frequencies. 

2.1.4. Transient auditory responses 

The arrival of auditory stimulus evokes a sequence of waves that are 

classified as fast (2-20ms), middle (10-100ms) and slow (50-300ms). The slow 

components are of interest in the current work as they are constitutive part of 

ASSRs (Martin et al., 2007).

Davis in 1939 was the first, who described changes in 

electroencephalogram in response to sound. He also described the P1-N1-P2 

complex (Davis, 1939).

P1-N1-P2 component is generally considered to be comprised of slow 

components (50-300ms) (Martin et al., 2007). The P1-N1-P2 complex while 

composed of sensory evoked responses is not purely sensory. This component 

is not specific to the auditory modality: similar responses with different 

cortical sources are seen in other sensory modalities.

The P1-Nl-P2 complex is considered to index the arrival of stimulus 

information to the auditory cortex and the initiation of cortical sound 

processing, i.e. it represents the capacity for stimulus discrimination. While it 

is possible to dissociate them, P1, N1 and P2 are typically recorded together 

(Martin et al., 2007).
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Figure 2.3. The sequence of waves evoked by the auditory stimulus. Fast components 
elicited within 0-10ms after the stimulus arrives, middle components elicited within 
10-50ms after the stimulus presentation and slow components elicited within 50-
500ms after the stimulus presentation. Modified from Naatanen (1992). 

P1 is the first major component of the P1-N1-P2 complex. It is a vertex-

positive voltage deflection that occurs approximately 50ms after the sound 

onset and thus it is often referred to as P50 potential.  Generators have 

traditionally been identified in the primary auditory cortex and Heschl's gyrus. 

However additional regions contributing to P1 generation have been suggested: 

hippocampus, planum temporale, and lateral temporal cortex, neocortex 

(Ponton et al., 2002; Reite et al., 1987). P1 potential reflects a predominantly 

preattentional stimuli processing  (Naatanen, 1992). 

N1 appears as a negative peak at approximately 100ms after the 

stimulus onset. It is often referred to as N100 potential. N1 is known to have 

multiple generators in the primary and secondary auditory cortex. In general 

N1is maximally recorded from midline central scalp locations (Howard et al., 

2000; Liegeois-Chauvel et al., 2004; Naatanen and Picton, 1987; 

Steinschneider et al., 1999; Vaughan and Ritter, 1970). The N1 evoked by 
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auditory stimuli in passive listening tasks could reflect a trigger to allocate 

attention to the stimulus (Naatanen, 1992). 

P2 is a positive waveform that occurs approximately 180ms after the 

stimulus presentation; may be referred to as P200. P2 is not as well understood 

as P1 and N2. It appears to have multiple generators in auditory areas including 

the primary auditory cortex, the secondary cortex, and the mesencephalic 

reticular activating system (Hari et al., 1987; Rif et al., 1991; Scherg and Von 

Cramon, 1986).  The P2 evoked by auditory stimuli in passive listening tasks 

could reflect early allocation of attention and initial conscious experience of 

the stimulus (Naatanen, 1992). 

2.1.5. ASSR application 

Currently ASSRs are widely applied in audiology, anaesthesiology, 

neurology and in psychiatry.  

Audiology 

In audiometry ASSRs are widely applied to detect hearing loss, to 

estimate hearing thresholds in hearing impaired subjects; to investigate 

discrimination of speech sounds (Dimitrijevic et al., 2004; Swanepoel and 

Erasmus, 2007). The application is especially widespread and informative in 

the subjects that cannot give adequate response like newborn infants (Rickards 

et al., 1994). Additionally, The 40Hz and 80Hz stimulation is used to check if 

the deaf-aid functions correctly (Picton et al., 2003a) 

Anaesthesia

ASSRs are applied to test the depth of anaesthesia: the deeper is the 

level of anaesthesia, the lower is the ASSR (Plourde, 1996; Plourde and 

Boylan, 1991; Plourde and Picton, 1990; Plourde et al., 1998). However, the 

exception is the ketamine anaesthesia that increases ASSR amplitude (Plourde 

et al., 1997) 
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Neurology 

The amplitude of ASSR is reduced in patients with impairments of brain 

stem and hippocampus (Picton et al., 2003a), and in patients with dyslexia 

(Poulsen et al., 2009). During coma and brain death ASSR is not present 

(Bonhomme et al., 2000). Likewise, ASSR is delayed during hypoxia 

(Lucertini et al., 2002) and changed during encephalopathy and auditory 

neuropathy (Harada et al., 1994; Santiago-Rodriguez et al., 2005; Shinn and 

Musiek, 2007). 

Psychiatry

ASSRs are used to test the ability of the brain to follow incoming 

stimulation in psychiatric populations. There is a number of studies that 

showed reduced and less synchronized ASSR responses in schizophrenic 

patients (Brenner et al., 2009; Hong et al., 2004; Krishnan et al., 2009; Kwon 

et al., 1999; Light et al., 2006). ASSR amplitudes are also reduced in bipolar 

disorder (O'Donnell et al., 2004). However, it has been shown that ASSR 

amplitude is increased in Alzheimer disease patients (Osipova et al., 2006).  

2.1.6. SSR  measures 

The signal-to-noise ratio of steady-state responses can be enhanced by 

averaging in the time or frequency domain (Stapells et al., 1984) because of 

their strict phase locking to the eliciting stimulus. 

In the time domain, a recording can be measured by selecting peaks and 

throughs and calculating their amplitudes and latencies. In the frequency 

domain, activity is measured as the amplitudes and phases at particular 

frequencies. Both transient and SSRs can be measured in either the time or 

frequency domain. Although the frequency spectrum of a transient response 

may be evaluated over the whole duration of the response, these responses are 

more appropriately measured in the time domain (as peaks and throughs) The 

SSRs are most appropriately measured in the frequency domain, since one 

need only consider the peaks in the spectrum at the stimulus rate or its 
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harmonics. SSRs are therefore generally measured in the frequency domain 

(Picton et al., 2003a).

2.2. Time-frequency analysis 

The assessment of the frequency component (oscillation) often yields 

insight into the functional sensory and cognitive correlations of the signal. 

Actually, oscillations were the first to be detected at the very beginning of EEG 

research. The German neurophysiologist Berger first observed the dominant 

oscillation recorded from the human scalp at 10 Hz and named it alpha 

(reviewed by  Hermann et al., 2004.) 

Oscillations are characterised by their amplitude and phase. At every 

point in time, the amplitude and phase of an oscillation can be determined. 

Oscillatory activity, based on the degree of phase-locking to the stimulus, is 

classified as 1) spontaneous (completely uncorrelated with the occurrence of 

the experimental condition), 2) induced (is correlated with a particular 

condition but not strictly phase-locked to the onset of stimulus and thus it is not 

apparent when averaged), 3) evoked (is strictly phase-locked, i.e. has the same 

phase in every stimulus repetition and thus it is evident when averaged) 

(Morup et al., 2006).

Several methods exist to extract and characterize the oscillations of a 

specific frequency from ERP data. Every signal can be decomposed into 

sinusoidal oscillations of different frequencies and the contribution of these 

frequencies to the signal can be evaluated. Among the most popular methods to 

do that are filtering, Fourier transformation and wavelet analysis (Herrmann et 

al., 2004).

2.2.1. Wavelet analysis 

Wavelet analysis allows the representation of evoked activity in the time 

and frequency domain, i.e. to create a time-frequency (TF) map of the response 

(Hermann et al., 2004). Wavelet analysis makes it possible to evaluate specific 
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characteristics of the signal (time course, wave shape, fine structure details, 

frequency contents related to time). When evoked activity is analysed (like 

ASSRs), the TF representation of the ERP contains only that part of the 

activity that is phase-locked to the stimulus onset. The attractive property of 

the wavelet transform in accessing the oscillatory activity of EEG is that high 

frequency burst are believed to vary more rapidly in time than low frequency 

activities. Since the wavelet length for high-frequency analysis are shorter than 

low frequency analysis the wavelet gives a good trade-off between precision in 

time and in frequency of the EEG/MEG signals (Hermann et al., 2004).  

Wavelet transform (WT) yields several measures that describe 

oscillatory activity form different perspectives. For example, the inter-trial 

phase coherence (ITPC) that is phase synchronization index (Morup et al., 

2007). It is best conceptualized as phase precision or synchronization of the 

evoked oscillations from trial to trial ranging from 0 (random phase) to 1 

(nearly identical phase) and total intensity (WTav), representing the average 

amplitude of the oscillation (both non-phase-locked and phase-locked). Let 

X(c, f, t, n) denote the time–frequency coefficient at channel c, frequency f,

time t and epoch n of the EEG/MEG signal given by x(c, t, n), then (Morup et 

al., 2007) 

2.2.2. Data decomposition 

A further and very novel step in data analysis is to apply complex 

mathematical methods to determine wavelet transformed coefficients that yield 

significant activity at the frequency of interest (Herrmann et al., 2004).

Most analyses are based on the time–frequency representation of single 

channels – they apply information based signal processing on channel × time 

decompositions, like the principal component analysis (PCA) or independent 

component analyses (ICA) previously reported (Delorme and Makeig, 2004; 

Rogers, 1991). The two-way analyses have to collapse dimensions of the data 
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when more than one data set is analyzed (as the data already have three 

dimensions: space, time and frequency). This problem is avoided in multi-way 

analyses like the parallel factor analysis, where all dimensions of the data can 

be explored. The multiway decomposition method Parallel Factor (PARAFAC) 

(one of the non-negative multi-way factorization methods), also named 

Canonical Decomposition (CANDECOMP), was recently used to decompose 

the wavelet transformed ongoing EEG of channel frequency time (Morup et 

al., 2006). In 2006, PARAFAC was used for the first time to decompose 

wavelet transformed event-related EEG given by the inter-trial phase 

coherence (ITPC) (Morup et al., 2006). The resulting component is then 

described, not only by the topography and the time-frequency signature but 

also by the relative contribution from the different subjects or conditions 

(Morup et al., 2006). Several reports appeared validating this way of data 

processing and showing it being useful (Arnfred et al., 2008; Arnfred et al., 

2010). Moreover, open source Matlab based toolbox ‘ERPWAVELAB’ was 

developed for multi-channel time–frequency analysis of event related activity 

of EEG and MEG data (Morup et al., 2007). The flow chart of data processing 

encompassing this type of decompositions is given in Figure 2.4. 
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Figure 2.4. Flow chart of the analysis. The ERP was wavelet transformed using a 
complex Morlet wavelet with centre frequency 1 and bandwidth parameter 2. The 
measure of interest (MOI), i.e. the ITPC, was calculated for each subject and each 
condition according and a 3-way array of the ANOVA F test value calculated. The F 
test array was analyzed using PARAFAC and the region of interest (ROI, here in the 
time– frequency domain) of most difference between the two conditions identified. 
The ITPC in the ROI was then analyzed using PARAFAC on the 5-way array given 
by channel frequency time subject condition of ITPC values. Finally, the ITPC of 
the ROI of each subject under each condition given by the 3-way array of 
channel frequency time was also analyzed by PARAFAC and the individual peaks 
of the ITPC identified under each condition. Adapted from Morup et al. (2006). 

2.3. Arousal, activation and attention 

Arousal, activation and attention are closely interconnected processes 

that have effects on sensory and cognitive functioning of the subject. 
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2.3.1. Arousal 

Since Yerkes and Dodson (1908), the relationship between arousal and 

performance has been repeatedly described as an inverted U-shaped function 

(Yerkes and Dodson, 1908). The early concept of arousal was one-

dimensional: Arousal was assumed to reflect the general state of activity of the 

central nervous system ranging from deep sleep to excitement (Hebb, 1955). 

Hebb (1955) was also one of the first who ascribed a basic attentional function 

to arousal, modulating the processing of sensory input. 

More elaborated views of arousal hold that ‘‘general arousal’’ is (a) 

supported by several distinct arousal systems that are, in turn, influenced by 

both external and internal factors, and (b) a prerequisite for, and a modulator 

of, the activation of specific attentional, cognitive, and motor systems (Garey 

et al., 2003). 

Early electrophysiological studies located the neural substrate of cortical 

arousal regulation in the reticular formation, thought to exert bottom–up 

control over the arousal level of the entire cortex via widespread unspecific 

projections (Lindsley, 1968; Moruzzi and Magoun, 1949). However, the notion 

of a unitary arousal system had to be abandoned in favour of several 

neurochemically distinct arousal systems ascending from different subcortical 

regions (McCormick, 2003; Robbins, 1997; Robbins and Everitt, 1996).

2.3.2. Activation 

Barry et al. (2005) recently argued that inconsistency in the literature 

arose from confusion between arousal (as discussed above) and activation and 

the distinction between ‘‘arousal’’ and ‘‘activation’’ has not been made 

explicit. Traditionally, these terms have been used interchangeably to refer to 

the energetics of a physiological system and the behavioural intensity 

associated with a response (Duffy, 1957; Malmo, 1959). Barry et al. (2005) 

demonstrated a clear separation between arousal, considered as a state variable 

reflecting current energetic factors, and task-related activation, considered as 
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the task related change in arousal (from a resting baseline to the task). 

Behavioural performance reflected activation (but not arousal), whereas phasic 

electrodermal stimulus-elicited responses reflected arousal (but not activation). 

This is generally compatible with Pribram and McGuiness (1975, 1992), who 

identified arousal and activation systems with different neural substrates 

(Pribram and McGuinness, 1975; Pribram and McGuinness, 1992). 

Eyes-closed resting condition resembles the lowest level of arousal 

commonly accessible in the laboratory. With no task, it also represents the 

lowest level of activation achievable. Barry et al. (2007, 2009) suggested that 

the eyes-closed resting condition may be better identified as a convenient 

arousal baseline, with the eyes-open testing condition serving as a convenient 

activation baseline, particularly for tasks that involve visual processing. The 

latter is particularly important for those ERP studies involving the use of a 

visual fixation point to reduce ocular artefact (Barry et al., 2009a; Barry et al., 

2007; Barry et al., 2009c). 

During specific tasks such as reading, increased activity is found in the 

parietal areas of both hemispheres, focussed over language areas bordering the 

Sylvian fissure (Harmony et al., 1990; Rebert, 1978) where processing of the 

written word takes place. However, there are also changes found across the 

entire scalp during reading (and other cognitive tasks), which may indicate 

global arousal effects. That is, focal EEG changes associated with processing 

may occur with or without arousal changes. 

In the present thesis ‘‘arousal’’ is defined as the current energetic level 

of the organism, and ‘‘activation’’ as a separable tonic measure reflecting the 

task-related mobilisation of energy (relative to some baseline level of arousal), 

which is needed to perform a task and to emphasize that the term 

“arousal/activation” is used. This conceptualisation is represented in Figure 

2.5. Importantly, the two different aspects of the energetic dimension 

differentially influence physiological responding and behaviour, suggesting the 

usefulness of their separation and the need for further research. 
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Figure 2.5. Separation of energetic effects on behavioural and physiological aspects 
of performance. “Arousal” refers to the individuals’ energetic state at any moment 
and is measured as some physiological parameter.. Task requirements result in 
changes in arousal level. The task-related activation is defined as the change in 
arousal from resting baseline to the task. Current activated arousal level during the 
task affects physiological responses to stimuli presented in the task, while the 
activation affects task performance. Adapted from Barry et al. (2007). 

2.3.3. Attention 

Attention usually refers to a more focused activation of cerebral cortex 

that enhances information processing (Mesulam, 1981; Mountcastle, 1978; 

Posner et al., 1988).  

The attention system of the brain is anatomically separate from the data 

processing systems that perform operations on specific inputs even when 

attention is oriented elsewhere. In this sense, the attention system is like other 

sensory and motor systems. It interacts with other parts of the brain, but 

maintains its own identity (Coull, 1998).

Attention is carried out by a network of anatomical areas. It is neither 

the property of a single centre, nor a general function of the brain operating as 

a whole (Mesulam 1981). The areas involved in attention carry out different 

functions, and these specific computations can be specified in cognitive terms 

(Posner et al., 1988). Three major functions are prominent in cognitive 

accounts of attention (Posner, 1980; Posner, 1987; Posner et al., 1982; Posner 
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et al., 1980): (a) orienting to sensory events; (b) detecting signals for focal 

(conscious) processing, and (c) maintaining a vigilant or alert state. 

Attention can be fractioned into the following subprocesses: attentional 

orientation (the simple direction of attention to a particular stimulus); selective 

(or focused) attention (giving attentional priority to one stimulus in favour of 

another); divided attention (dividing attention between two or more different 

stimuli); sustained attention (attending to one stimulus over a prolonged period 

of time) (Table 2.1.). 

Table 2.1. Characteristics and possible neural substrates of subtypes of 
attention (adapted from Perry and Hodges (1999)). 

Attentional

subtype 

Defusing characteristics Possible neural substrates 

Selective attention Focusing on single 

relevant stimulus or 

process at one time 

while ignoring irrelevant 

or distracting stimuli 

Posterior parietal systems for 

orienting and shifting 

modulated by anterior midline 

and basal ganglia systems for 

response selection 

Sustained attention Maintenance of abilities 

to focus attention over 

extended periods of time

Right-sided frontoparietal 

system

Divided attention Sharing of attention by 

focusing on more than 

one relevant stimulus or 

process at one time 

Dorsolateral prefrontal cortex 

and anterior cingulated gyrus  

In principle, the entry of information to the limited capacity system is 

controlled by two types of processes: active selection (focussed attention) and 

breakthrough of the unattended (passive attention) (James, 1890). The first is a 

top-down process, in which channels of information are selected or rejected 

under the direction of the central mechanisms of behaviour control. Certain 
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subfunctions of the selection processes might be automatic; for example, 

auditory streaming is largely automatic (Bregman et al., 1990; Sussman et al., 

1999), but, at least in ambiguous cases, it is affected by top-down control 

(Sussman et al., 1998). The second is a bottom-up process that enables the 

conscious evaluation of those potentially important events that are not 

currently selected by the first mechanism. Without a good balance between the 

two, one cannot behave adequately in many situations (Perry and Hodges, 

1999).

Figure 2.6. Hypothetical model of the neuroanatomical and neurochemical 
modulation of attention and its interaction with arousal. NA- noradrenaline, DA-
dopamine, Ach-acetylcholine. Adapted from Coull (1998). 

One of the models relating attention and arousal was proposed by Coull 

(1998) (Figure 2.6). The primary attentional generators feed back to sensory 

association areas in order to modulate neuronal firing in areas specifically 

recruited to process particular types of information so that relevant stimuli can 

be selected for further processing at an early stage of stimulus selection. 

Reciprocal connections between the attentional generators and the areas which 

express the attentional modulation are crucial to a comprehensive model of the 

neural correlates of attention. These connections may be modulated by activity 
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in neurotransmitter systems: directly via cortico-cortical projections and 

indirectly via modulation of arousal system (based on reticular activating 

system) (Coull, 1998).  

2.3.4. ASSRs: arousal and attention

There is a limited number of studies that evaluated effects of changing 

arousal level on ASSRs. Most of the previous ASSR studies investigating the 

effect of arousal level evaluated ASSR during sleep. The main finding being 

diminished ASSR amplitude with stimulation frequencies up to 70Hz (Cohen 

et al., 1991; Jerger et al., 1992; Linden et al., 1985). However, Pockett and Tan 

(2002) showed an increased amplitude of the ASSR during low arousal state 

(Pockett and Tan, 2002). 

ASSRs seem to be modulated by attentional demands. However the 

results within this field are conflicting: some authors reported enhancement of 

ASSRs with increasing attention to stimulation (Ross et al., 2004; Skosnik et 

al., 2007) and others found no effect of attention (de Jong et al., 2009; Linden 

et al., 1987). All the authors implied highly different study designs and 

experimental tasks. The summary of available studies is given in Table 2.2.

Table 2.2. A summary of currently available studies dealing with attentional 
modulation of ASSRs. 

Study Experimental tasks Result

Linden et al. 1987 Unfocused closed eyes 

vs. reading; 

Counting vs. reading 

No differences in amplitude and 

phase

Ross et al. 2004 Auditory stimulus 

modulation 

discrimination task vs. 

picture counting task 

Largely enhanced sustained 

responses under the attention 

condition; N1 responses were 

not affected by the different 

states of attention 
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Gander et al. 2007 40Hz target vs. 

watching a silent movie

ASSR amplitude increased 

when the discrimination task 

was performed; Enhancement of 

N1 and P2 by attention 

Skosnik et al. 

2007

Classical oddball 

paradigm with 20Hz 

and 40Hz stimuli 

Selective attention enhanced 

signal power and phase-locking 

of the 40Hz ASSR  

Alegre et al. 2008 Attend to the sound vs. 

reading a novel

No differences in the 40-Hz 

phase precision and power 

values

Lazzouni et al. 

2009

To detected a carrier 

frequency change in 

amplitude-modulated 

tones vs. ignoring 

tones; 40Hz stimuli 

Attending to carrier frequency 

change  enhanced the right 

hemisphere ASSR amplitude for 

dichotic stimulation 

Muller et al. 2009 a dichotic listening 

experiment with a task 

to detect target tones in 

a cued ear; 20Hz and 

40Hz stimuli 

modulation of the ASSR by 

attention restricted to the left 

hemisphere and 20 Hz 

responses

Saupe et al. 2009 Attend auditory vs. 

Attend visual stimuli 

Attention to the sounds led to a 

significant enhancement of the 

ASSR

De Jong et al. 

2010

Intermodal detection 

and discrimination task 

ASSR showed no effects of 

attention at frontocentral 

locations, but did so at occipital 

locations - evident only when 

attention was divided between 

audition and vision 
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EXPERIMENT I: AROUSAL/ACTIVATION EFFECTS 

3. METHODS 

3.1. Subjects

Eleven healthy subjects (six females) who reported normal hearing were 

included into the study. Written informed consent was obtained, as approved 

by the Ethics Committee of Copenhagen University Hospital (Copenhagen, 

Denmark), and the subjects were paid for the participation. Due to technical 

reasons, data of two subjects could not be used. The final sample consisted of 

nine subjects (four females). The mean age of the sample was 23.1 years 

(standard deviation (SD) 1.6).  

3.2. Stimulation 

A stimulus train lasted 1s and consisted of 40 and 20 clicks each being 

identical 1.5 ms burst of white noise. The stimuli were delivered through 

Sennheiser HD 565 Ovation  headphones at peak SPL of 60 dB. 72 

presentations of the 40Hz and 20Hz trains were interspersed with trains of 

other frequencies (8, 10, 12, 30, 46 and 60Hz not reported here) with an inter-

train interval of 1s. Two runs lasting 22 minutes were recorded in each of two 

conditions used. Conditions were defined as follows: “high activation” 

condition when subject was sitting upright and reading a self-selected book 

(the attention to reading was not controlled); “low activation” condition when 

subject was sitting much reclined with closed eyes and the lights turned down. 

In general, the instruction given to the subjects was to let their thoughts wander 

and not pay attention to the stimulation. The order of stimulation conditions 

was not counterbalanced across subjects. 

3.3. EEG recordings 

EEG was recorded with 61 scalp electrodes (BioSemi Active electrodes 

system) arranged according to the International 10-10 system. Digitally linked 
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earlobes electrodes were used as reference. The active recording reference 

electrodes (CMS-DRL) were placed centrally, close to POz. Data was recorded 

continuously at 2048 Hz/channel and band passed at 0.1-760 Hz by a 

LabView© application (ActivView©) on a Windows© based PC.

3.4. Data analysis 

3.4.1. ERPs 

15% of the epochs with the largest variability were rejected 

automatically. Grand averaged evoked potentials of ASSR for both conditions 

were created (individual averages based on 122 epochs, referenced to digitally 

linked earlobes, cut into epochs (-500 to +1500 ms), filtered band pass 10-

50Hz).

3.4.2. Baseline EEG 

Baseline EEG power was measured at 7 electrodes (F3, F4, Fz, C3, C4, 

Cz, Pz), through the fast Fourier transformation (FFT) of the 1000ms inter-trial 

interval of each trial.

For the 40Hz stimulation the averaged power in the beta range (12-32 

Hz) was divided by the total power in the 1-32Hz range then multiplied by 100 

to get a percentage estimate for each electrode and the electrode percentages 

were then averaged (Cardenas et al., 1997).

For the 20Hz stimulation baseline EEG theta (4-7Hz), alpha (8-12Hz) 

and beta (13-30Hz) power was measured to assess the level of 

arousal/activation: left frontal (F3, F5), midline frontal (Fz), right frontal (F4, 

F6), left central (C3, C5), midline central (Cz), right central (C4, C6), left 

posterior (P3, P5), midline posterior (Pz) and right posterior (P4, P6). Subjects 

were observed during the experiment and interviewed about their state of 

activation after it.
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3.4.3. Wavelet transform 

Off-line processing was performed in EEGLAB and ERPWAVELAB for 

MatLab© (Delorme and Makeig, 2004; Morup et al., 2007). Wavelet 

transformation (WT) was performed on the raw EEG data after the rejection of 

15% of the epochs with the largest variability. WT (complex Morlet wavelet 

from MatLab© Wavelet Toolbox; the wavelet
2

exp2exp
2
1~

2ttit )

was performed with frequencies represented from 4 to 70 Hz, 2 Hz intervals 

between each frequency) was performed. This yielded the following measures: 

1) the wavelet transformed evoked potential measure (avWT, evoked 

amplitude - corresponding to phase-synchronized WT amplitude measure), 2) 

phase synchronization index (inter-trial phase coherence, ITPC – phase 

precision), that is best conceptualized as phase precision or synchronization of 

the evoked oscillations from trial to trial ranging from 0 (random phase) to 1 

(nearly identical phase) and 3) total intensity (WTav), representing the average 

amplitude of the oscillation (both non-phase-locked and phase-locked) (Morup 

et al., 2006).

The calculations were made based on Delorme and Makeig, 2004; 

Herrmann et al., 2005 in the following way: Let X(c, f, t, n) denote the time–

frequency coefficient at channel c, frequency f, time t and epoch n of the 

EEG/MEG signal given by x(c, t, n).

These measures describe evoked activity dealing with different domains 

of the signal – amplitude and phase - that allows more detailed description of 

the response.
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3.4.4. Decomposition 

Individual time-frequency representation of avWT, ITPC and WTav across all 

channels was created. The avWTs, ITPCs and WTavs were decomposed 

through non-negative multi-way factorization (NMWF) (Morup et al., 2006).

The application of NMWF creates time-frequency plots of the avWT 

and ITPC while indicating how the parameter varies with experimental 

manipulation. In other words, the multi-subject NMWF analysis of the 3-way 

array of channel x time - frequency x subject – condition gives the subject-

specific strength to the activity that is most common across subjects, conditions 

and runs, i.e. creates a subjects-weighted collapse and makes it possible to 

quantify (by giving the single estimation of the measure of interest) how the 

measure of interest varies with experimental manipulation for all the subjects 

in all conditions (Morup et al., 2006). This has proven being useful in the 

analysis of event-related potentials (Arnfred et al., 2008; 2010). Prior to 

NMWF analysis, random avWT and ITPC activity, estimated by calculating 

the mean of an artificially generated random avWT and ITPC samples, was 

extracted (Morup et al. 2006).

The primer window for mathematical decomposition was set as 10-

70Hz and -500 to +1500 ms. As explained in the results section, further 

analyses were performed on more narrow time-frequency windows to focus on 

beta and gamma range activities separately: for beta range analyses (in case of 

20Hz stimulation) a window of 16-26Hz and -10 to +1200 ms was used; for 

gamma range analysis a window of 30-46Hz and -10 to +1200 ms was 

selected.

3.4.5. Statistical analysis 

The results of the NMWF decompositions were normally distributed (as 

indicated by Shapiro-Wilk test) and were further tested in repeated measures 

analysis of variance (r.m. ANOVA) (SPSS© v. 9.1) for effects of “condition”, 

“run” and “condition * run” interaction. Baseline power measures for 40Hz 
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stimulation were tested by Student’s t-test; baseline power measures for 20Hz 

stimulation were tested by r.m. ANOVA for effects of “condition” and 

“region” and “condition * region” interaction. 

4. RESULTS 

4.1. 40Hz stimulation 

ASSRs in response to 40Hz stimuli were detected for all subjects in 

both conditions. Grand averaged steady-state evoked potentials for low 

arousal/activation and high arousal/activation conditions are presented in 

Figure 4.1 A.

4.1.1. NMWF scores of avWT

The NMWF decomposition of avWT resulted in the observation of two 

distinct components: a component at the frequency of stimulation (Figure 4.1 

B) and a noise component (Figure 4.1 E). Time-frequency plots as a weighted 

collapse (relative weighting strength is given by the subject scores) across 

subjects and electrodes for the ASSR and noise component in both conditions 

are presented in Figure 4.1 C and F. The r.m. ANOVA demonstrated that 

avWT of the focal 40Hz ASSR component is significantly larger in the low 

arousal condition (F(1,8)=7.463, p=0.026) (Figure 4.1 D). Whereas avWT of 

the noise component was significantly larger in the alert reading condition 

(F(1,8)=30.488, p=0.001) (Figure 4.1 G).  
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Figure 4.1. avWT results of 40Hz stimulation. A Grand averaged evoked potential for 
40Hz ASSR in low arousal/activation (LA) and high arousal/activation (HA) 
conditions, N=9. Headplots of avWT collapsed across subjects for the ASSR (B) and 
noise component (E). Time-frequency plots as a weighted collapse across subjects 
and electrodes for the ASSR (C) and noise (F) components in low arousal/activation 
(LA) and high arousal/activation (HA) conditions. Means and standard deviations of 
NMWF scores of avWT for the ASSR (D) and noise (G) components in both 
experimental conditions.  

4.1.2. NMWF scores of ITPC

The NMWF decomposition of ITPC resulted in the detection of one 

component (Figure 4.2 A). Time-frequency plots of ITPC as a weighted 

collapse across subjects and electrodes for 40Hz in both conditions are 

presented in Figure 4.2 B. The r.m. ANOVA demonstrated significant effect of 

condition on the ITPC: (F1,8 = 15.391, p = 0.004), but no effect of run and no 

interaction effect. NMWF scores of the ITPC were higher in the low 

arousal/activation condition (Figure 4.2 C).  
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Figure 4.2. ITPC results of 40Hz stimulation. A Headplot of ITPC collapsed across 
subjects reveals a single component, N=9. B Time-frequency plots of ITPC as a 
weighted collapse across subjects and electrodes for 40Hz in low arousal/activation 
(LA) and high arousal/activation (HA) conditions. C Means and standard deviations 
of NMWF scores of ITPC for both conditions. 

4.1.3. Baseline Beta Power 

The percentage of beta power was significantly lower in the low 

arousal/activation condition (22.11% (SD 3.59) vs. 19.45% (SD 4.62); t=-

2,833; df=17, p=0.017).  

4.2. 20Hz stimulation 

ASSRs in response to 20Hz stimulation were detected for all subjects in 

both conditions. The grand averaged steady-state evoked potential from Fz 

electrode for low arousal/activation and high arousal/activation conditions is 

given in Figure 4.3 A.  

The NMWF decomposition of avWTs and ITPCs resulted in the 

observation of two distinct components: a component at the frequency of 

stimulation (in the following named 20Hz ASSR) and a component emerging 

at 40Hz (named 20Hz ASSR-related 40Hz activity). Full range time-frequency 

plots of ASSR as a weighted collapse (relative weighting strength is given by 

the subject scores) across subjects, electrodes and conditions are presented in 

Figure 4.4 A and Figure 4.5 A. As the detected components were not separated 

by the decomposition, each subcomponent was separately analyzed in a 

narrowed time-frequency window.  Means and SDs of avWTs, ITPCs and 

WTavs are given in Table 4.1. 
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Figure 4.3. 20Hz stimulation: ERP and background EEG power results. A Grand-
averaged ERPs for both experimental conditions from Fz electrode are depicted 
(N=9; individual averages based on 122 epochs). B Powers of theta, alpha and beta 
bands averaged for frontal, central and parietal conditions are presented. Alpha power 
significantly differed between two experimental conditions (p<0.05, N=9).  

Table 4.1. Means and SDs of ITPC, avWT and WTav of 20Hz ASSRs and 
20Hz ASSR-related 40Hz activity from 20Hz stimulation. 

ITPC avWT WTav
Condition

Mean SD Mean SD Mean SD

Unfocused 

closed eyes 0,144 0,010 0,192 0,018 0,348 0,02320Hz

ASSR
Reading 0,145 0,010 0,196 0,014 0,366 0,020

Unfocused 

closed eyes 0,165 0,009 0,202 0,013 1,065 0,006
20Hz

ASSR-

related

40Hz

activity
Reading 0,157 0,012 0,192 0,015 1,070 0,011
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4.2.1. 20Hz ASSR  

As assessed by r.m. ANOVA, neither run nor condition (level of 

activation) had significant effects on avWTs and ITPCs of 20Hz ASSR 

(F(1,8)=1.018, p=0.343 and F(1,8)=0.681, p=0.433 respectively) (Figure 4.4 B 

and 4.5 B). There was no interaction of the factors observed. There was a trend 

for higher WTavs of 20Hz ASSR in high arousal/activation condition, however 

it did not reach statistical significance (F(1,8)=4.719, p=0.062). The effect of 

run and the interaction of analyzed factors were not significant.

4.2.2. 20Hz ASSR-related 40Hz activity  

The r.m. ANOVA indicated significant difference between two 

conditions for both avWTs and ITPCs of 20Hz ASSR-related 40Hz activity 

(F(1,8)=7.970, p=0.022 and F(1,8)=5,941, p=0.041 respectively), higher scores 

being obtained in the low arousal/activation condition (Figure 4.4 C and 4.5 

C). No effect of run and interaction of run*condition factors emerged. There 

were no effects of either run or condition (F(1,8)=1.357, p=0.278), as well as 

their interaction, observed for WTavs of 20Hz ASSR-related 40Hz activity. 

4.2.3. Baseline theta, alpha and beta power 

The r.m. ANOVA failed to demonstrate any significant effect of condition and 

region for theta power, but there was a trend for condition*region interaction to 

be significant (F(1,8) = 158.354, p = 0.061), indicating higher frontal midline 

theta dominance in a high activation condition. Significant effect of condition 

on alpha power emerged (F(1,8)= 13.310, p = 0.007), alpha power being higher 

in the low arousal/activation state, but no effect of region and interaction of the 

factors was observed. Neither condition nor interaction of condition*region 

factors had an effect for beta power, meaning that beta power did not differ 

between conditions. However, a nearly significant effect of region was 

observed (F(1,8)=181.789, p=0.057), pointing to larger beta power over right 

frontal area.  Means of theta, alpha and beta powers from both conditions are 

given in Figure 4.3 B. 
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Figure 4.4.  avWT results of 20Hz stimulation. Headplot and broad time-frequency 
plot (10-70Hz, -500 – 1500ms window) of avWT (A) as a weighted collapse across 
subjects and electrodes for the ASSR in low arousal/activation (LA) and high 
arousal/activation (HA) conditions. Note appearance of pronounced activity around 
40Hz. Headplots and time-frequency plots of avWTs were created as a weighted 
collapse across subjects and electrodes for 20Hz ASSR (B) and for 20Hz ASSR-
related 40Hz activity (C) in both experimental conditions (LA – low 
arousal/activation, HA – high arousal/activation). As shown by means and standard 
deviations of the scores, avWTs of 20Hz ASSR did not differ between conditions 
whereas avWTs of 20Hz ASSR-related 40Hz activity were higher during low 
arousal/activation condition (p< 0.05, N=9).
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Figure 4.5. ITPC results of 20Hz stimulation. Headplot and broad time-frequency plot 
(10-70Hz, -500 – 1500ms window) of ITPC (A) as a weighted collapse across 
subjects and electrodes for the ASSR in low arousal/activation (LA) and high 
arousal/activation (HA) conditions. Note appearance of pronounced activity around 
40Hz. Headplots and time-frequency plots of ITPCs were created as a weighted 
collapse across subjects and electrodes for 20Hz ASSR (B) and for 20Hz ASSR-
related 40Hz activity (C) in both experimental conditions (LA – low 
arousal/activation, HA – high arousal/activation). As shown by means and standard 
deviations of the scores, ITPCs of 20Hz ASSR did not differ between conditions 
whereas ITPCs of 20Hz ASSR-related 40Hz activity were higher during low 
arousal/activation condition (p< 0.05, N=9).
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EXPERIMENT II: AROUSAL, ACTIVATION AND ATTENTION 

5. METHODS 

5.1. Subjects 

 Sixteen healthy subjects (eight females) participated in the study. 

Eleven subjects were included in ”Arousal” part (mean age 22.27, SD 2.20; 

seven females) and eleven subjects were included in “Arousal/activation and 

attention” part (mean age 22.82, SD 2.18; five females); 6 subjects participated 

in both parts.  All subjects reported normal hearing. Written informed consent 

was obtained, as approved by the Ethics Committee of the Republican Vilnius 

Psychiatric Hospital (Vilnius, Lithuania).  

5.2. Stimulation 

This section, except for the part described below is identical to the 

‘Stimulation’ section of Experiment 1 (p. 34). 

Stimuli were generated with Adobe Audition 3.0 and presented through 

custom EEG apparatus stimulation system. 60 presentations of the 40Hz train 

and 60 presentations of the 20Hz train were presented in a pseudo-random 

order with an inter-train interval of 3s. One stimulation trial lasted about 8 

minutes.  

5.3. Procedures 

5.3.1. Arousal 

The first part was designed to explore the modulation in the arousal 

level and check how it affects ASSRs. There were two experimental conditions 

with two runs each, where an auditory stimuli (20Hz and 40Hz) were 

presented: 1. the first run with open eyes and fixation at the cross on the 

computer screen in front of the subject; 2. the first run with closed eyes and 

lights turned off, followed by 10 minutes of silence with closed eyes and lights 

turned off; 3. the second run with closed eyes and lights turned off; 4. the 
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second run with open eyes fixated at the cross. The instruction given to the 

subjects was to let their thoughts wander and pay no attention to the 

stimulation. At the end of experiment subjects were enquired about their state 

during the experiment.  Summing up, the level of arousal was diminishing in 

the following way: 1) the first run of eyes open condition, 2) the second run of 

eyes open condition, 3) the first run of eyes closed condition, 4) the second run 

of eyes closed condition. The order of runs was not counterbalanced and the 10 

minutes period without auditory stimulation was introduced to allow more 

substantial drop in arousal from the first run with eyes closed to the second run 

with eyes closed.

5.3.2. Arousal/activation and attention 

The second part of the experiment was designed to achieve the 

modulation of the ASSR by attention paid to the stimuli and by the change in 

the level of activation. Six tasks that differed by the level of focused attention 

were selected: counting 20 Hz and 40Hz stimuli, sitting with closed eyes, 

sitting with opened eyes, reading an article, and performing a search task. The 

order of tasks was counterbalanced across subjects and auditory stimulation 

was present during all tasks.  

In the counting task subjects were instructed to count 40Hz stimuli in 

one recording run and 20Hz stimuli in another run. The subjects were asked to 

report the answer after each counting run.  It was expected that attention would 

always be focused on all the stimuli but with enhanced processing of the 

counted targets.  Thus, counting condition was referred to as “focused 

attention” and was defined by high attentional demands to stimulation. The 

counting target condition further is referred to as “focused on target”; 

corresponding response to non-target is further refer to as ”focused on non-

target”.

Sitting with closed eyes and sitting with open eyes fixated conditions 

were referred to as ”unfocused attention” conditions, that were defined by no 
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specific attentional demands and further will be referred to as “unfocused 

closed eyes” and “unfocused open eyes”.

During reading task subjects read a magazine article and were informed 

about the enquiry on the context after the task completion. 

The search task consisted of a visual search for Landolt rings having a 

gap at various positions (left, right, bottom, top and the 45° positions in 

between) with appropriate (1 p.m. and 9 p.m for all the subjects) gap 

orientation printed on the paper (Bourdon 1895).  

Reading and performing a searching task - were assigned to as 

”distraction”  and these were conditions defined by low attention to stimulation 

as the subjects were absorbed in the distracting task. Conditions further are 

referred to as “reading” and “the search task”. 

 Summing up, the level of attention paid to the stimuli was diminishing 

in the following way: 1) focused on targets, 2) focused on non-targets, 3) un-

focused closed eyes; 4) un-focused opened eyes, 5) reading (easy task) and 6) 

the search task (difficult task). The level of arousal/activation (i.e. mobilization 

of energy resources for task completion) was increasing in the following 

manner: 1) unfocused closed eyes, 2) unfocused open eyes condition, 3) 

focused on non-target, 4) focused on target, 5) reading and 6) the search task 

(Figure 5.1). 
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Figure 5.1. A schema of experimental design and expected arousal, attention and 
activation levels. In “Arousal” part, during auditory stimulation, subjects were 
instructed to sit with open eyes (EO1), then with closed eyes and light turned of 
(EC1). This was followed by 10 minutes of silence with closed eyes (10 min EC); 
recording run with closed eyes (EC2) and with eyes open (EO2). Expected arousal 
level and its changes are depicted in grey. There were 6 recording conditions in 
“Arousal/activation and attention” part, when subject had to count 40Hz or 20Hz 
stimuli (for 40Hz ASSR, targets (T) were 40 Hz stimuli, non targets (NT) were 20Hz 
stimuli; for 20Hz ASSR targets were 20Hz stimuli and non targets were 40Hz 
stimuli), stay with unfocused eyes open (EO), stay unfocused with eyes closed (EC), 
reading (R) and perform Landolt rings searching task (Ta). Note, that the order of 
conditions was counterbalanced between subjects. Expected level of activation and 
stimulus-focused attention is depicted in grey.  

5.4. EEG recordings 

The EEG was recorded with a 32- channel EEG device (Galileo NT, by 

EBNeuro, Italy) from F3, Fz, F4, C3, Cz, C4, P3, Pz and P4 sites (according to 

the 10/20 International system) using Ag/AgCl electrodes. Averaged earlobe 
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electrodes served as a reference for all electrodes and the ground electrode was 

attached to the forehead. The impedance was kept below 5 k .  Data was 

recorded at 512 Hz and band passed at 0.1-760 Hz. 

5.5. Data analysis 

5.5.1. ERPs 

This section is identical to the ‘ERPs’ section of Experiment I (p. 35). 

10% of the epochs with the largest variability were rejected 

automatically.

5.5.2. Baseline EEG 

For the evaluation of arousal level baseline EEG alpha (8-12Hz) activity 

was monitored in both parts. Likewise, gamma (30-40Hz) power was 

monitored to evaluate the intervention of muscular noise in the frequency 

range of activity of interest. These measures were obtained for 3 regions 

through averaging the fast Fourier transformation results of the 1000ms inter-

trial interval: frontal (F3, Fz, F4), central (C3, Cz, C4) and parietal (P3, Pz, 

P4).

5.5.3. Wavelet transform 

This section is identical to the ‘Wavelet transform’ section of 

Experiment I (p. 36). 

5.5.4. Decompositions 

This section, except for the part described below is identical to the 

‘Decompositions’ section of Experiment I (p.37). 

Prior to WT, 10% of the epochs with the largest variability were 

rejected automatically. The primer window for mathematical decomposition of 

ASSRs was set as 10-80Hz and -500 to +1500 ms to define windows of the 

activity of interest. Further analyses were performed on narrow time-frequency 

windows: for beta range analyses (in response to 20Hz stimuli) a window of 
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16-26Hz and -10 to +1100 ms was used; for gamma range analysis (in 

response to 20Hz and 40Hz stimuli) a window of 30-46Hz and -10 to +1100 

ms was selected. In order to evaluate temporal dynamics of task effect on 

ASSRs, separate analyses were conducted on 100ms epochs starting with 0 ms 

and ending with 1100 ms. 

5.5.5. Statistical analysis 

The results of the NMWF decompositions were normally distributed (as 

indicated by Shapiro-Wilk test, SPSS© v. 9.1). avWT, ITPC and WTav data 

(both full time window and each interval) from  ”Arousal” part were analysed 

in repeated measures analysis of variance (r.m. ANOVA) with factors 

“condition” (open eyes vs. closed eyes) and “run” (run 1 vs. run 2), and the 

interaction of factors. The avWT, ITPC and WTav (both of full time window 

and each interval) from ”Arousal/activation and attention” part were analysed 

in univariate analysis of variance (uANOVA) for the effect of “task” (focused 

on target vs. focused on non-target vs. eyes closed vs. eyes open vs. reading vs. 

search task). Baseline power measures were tested by repeated measures 

ANOVA for effects of “condition” (eyes open vs. eyes closed), “run” (run 1 vs. 

run2) and “region” (frontal vs. central vs. parietal) and interaction of these 

factors in ”Arousal” part. In ”Arousal/activation and attention” part, alpha and 

gamma baseline measures were tested in univariate ANOVA for effect of task 

(focused on target vs. focused on non-target vs. eyes closed vs. eyes open vs. 

reading vs. search task) and “region” (frontal vs. central. vs. parietal) and 

interaction of these factors. All post hoc analyses were performed using Least 

Significant Difference (LSD) test. 

Additionally, some paired T-Tests were performed on the data from 

”Arousal/activation and attention” part: avWT and ITPC of unfocused closed 

eyes condition was compared with reading condition to assess the repeatability 

of results of Experiment I; WTav of unfocused closed eyes and unfocused open 

eyes were compared to uncover the effect of closed/open eyes without 
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significant modulation of arousal and to compare it with results of  ”Arousal” 

part.

6. RESULTS 

ASSRs were detected for all subjects. In line with Experiment I, the 

non-negative multi-way factorization decomposition of selected measures of 

ASSRs resulted in the observation of a single frontal component at 40Hz 

following 40Hz stimulation (40Hz ASSR) and two distinct frontally distributed 

time-frequency subcomponents, that could not be separated via decomposition 

(20Hz ASSR and 20Hz ASSR-related 40Hz activity, maximal over Fz 

electrode) following 20Hz stimulation.

6.1. Arousal 

6.1.1. 40Hz ASSR 

WTav of 40Hz ASSR (F(1,10)=5.076, p=0.048) was significantly 

higher in the low arousal closed eyes condition. This effect was present in nine 

out of eleven subjects. Grand averaged time-frequency plot of WTav in closed 

eyes and open eyes conditions together with means and SDs are given in 

Figure 6.1 A and B. Run or interaction effects were not significant. Analysis of 

time intervals revealed that effect of condition was significant at 100-200 ms 

(F(1,10)=5.581, p=0.04) and nearly significant at 600-700 ms (F(1,10)=4.789, 

p=0.053). No effects were observed on ITPCs and avWTs.  

6.1.2. 20Hz ASSR and 20Hz ASSR-related 40Hz activity  

There were no effects of either run or condition on avWTs, ITPCs and 

WTavs of ASSRs. 
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6.1.3. Baseline alpha and gamma power 

As expected, alpha power was higher in the low arousal closed eyes 

condition (F(1,10) = 7.912, p = 0.018) and during second runs 

(F(1,10)=10.998, p=0.008). Moreover, significant effect of region was 

observed (F(2,9)=6.635, p=0.017), pointing to overall larger alpha power over 

parietal area as compared to frontal and central regions. Significant effect of 

region was observed for gamma power (F(2,9)=4.959, p=0.035), pointing to 

larger gamma power over parietal area as compared to frontal and central 

regions. No interaction of the factors was observed. Means of alpha and 

gamma power over frontal, central and parietal regions are given in Figure 6.1 

C.

Figure 6.1. WTav results of 40Hz stimulation in “Arousal” part and baseline EEG 
data from Experiment II. Grand averaged time-frequency plots (A) (for graphical 
representation 28-50 Hz, -200 – 1200ms window) of 9 EEG channels in a 
topographical representation of WTav in eyes closed and eyes open conditions of 
Experiment 1. Means and SDs from Fz electrode (B) - higher WTav at Fz electrode in 
closed eyes condition as compared to open eyes condition (*p<0.05, N=11). (C) 
Means of alpha and gamma power over frontal, central and parietal regions for both 
”Arousal” and “Arousal/activation and attention” parts. 
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6.2. Arousal/activation and attention  

Means and SDs of avWT, ITPC and WTav of 40Hz ASSR, 20Hz ASSR 

and 20Hz ASSR-related 40Hz activity in all conditions are given in Table 6.1. 

Grand averaged time-frequency plots of 40Hz ASSR avWT and ITPC from Fz 

electrode of six experimental conditions are given in Figure 6.2 A and B 

together with corresponding means and SDs (Figure 6.2 C and D).  

Table 6.1. Means and SDs of ITPCs, avWTs and WTavs of 40Hz ASSR, 20Hz 
ASSRs and 20Hz ASSR-related 40Hz activity. 

ITPC avWT WTav
Condition

Mean SD Mean SD Mean SD

Focused on 

target
0,424 0,135 0,596 0,225 0,376 0,067

Focused on 

non-target
0,430 0,138 0,621 0,230 0,395 0,068

Unfocused 

closed eyes 
0,477 0,154 0,696 0,261 0,417 0,069

Unfocused 

open eyes 
0,441 0,150 0,637 0,247 0,391 0,075

Reading 0,337 0,101 0,459 0,157 0,360 0,035

40Hz

ASSR

The search 

task
0,326 0,074 0,447 0,113 0,362 0,032

Focused on 

target
0,184 0,016 0,267 0,053 1,069 0,031

Focused on 

non-target
0,185 0,018 0,268 0,049 1,072 0,023

Unfocused 

closed eyes 
0,177 0,019 0,286 0,060 1,100 0,041

20Hz

ASSR

Unfocused 

open eyes 
0,184 0,016 0,296 0,067 1,076 0,022
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Reading 0,187 0,023 0,238 0,023 1,079 0,024

The search 

task
0,187 0,027 0,257 0,051 1,073 0,036

Focused on 

target
0,189 0,016 0,239 0,019 0,281 0,029

Focused on 

non-target
0,190 0,017 0,237 0,026 0,277 0,024

Unfocused 

closed eyes 
0,182 0,019 0,235 0,021 0,289 0,021

Unfocused 

open eyes 
0,189 0,015 0,240 0,028 0,292 0,024

Reading 0,191 0,022 0,244 0,039 0,281 0,028

20Hz

ASSR-

related

40Hz

activity

The search 

task
0,192 0,026 0,247 0,040 0,297 0,009

6.2.1. 40Hz ASSR 

The analysis of average ITPCs and avWTs showed that they were 

similarly affected by the tasks: the main effect of task was significant (ITPC: 

F(5,60)=2.424, p=0.046; avWT: F(5,60)=2.482, p=0.041). Likewise the post-

hoc tests showed that both measures were attenuated during the reading as 

compared to the unfocused closed eyes condition (p=0.011 and p=0.014). This 

was substantiated by planned paired T-Test (t=4.210, df=10, p=0.002 and 

t=4.326, df=10, p=0.001). avWTs and ITPCs were lower during the search task 

as compared to the unfocused closed eyes (p=0.008 and p=0.008) and 

unfocused open eyes (p=0.04 and p=0.041) conditions. There were no 

significant effects on WTavs of 40Hz ASSRs.  

Analyses of intervals showed significant effect of task on avWTs and 

ITPCs at 400-500ms (F(5,60)=2.500, p=0.04 and F(5,60)=2.533, p=0.038), at 

500-600ms (F(5,60)=2.520, p=0.039 and F(5,60)=2.524, p=0.039), at 700-

800ms (F(5,60)=2.909, p=0.02 and F(5,60)=2.554, p=0.037) and at 800-900ms 

only for avWT (F(5,60)=2.524, p=0.039). Post hoc testing indicated that at 
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400-500ms avWT and ITPC were larger during focused on target (p=0.044 and 

p=0.039) and focused on non-target (p=0.048 and p=0.032) than during the 

search task. Moreover, the measures were attenuated during reading (p=0.014 

and p=0.017) and the search task (p=0.007 and p=0.007) as compared to 

unfocused closed eyes condition. At 500-600ms avWT and ITPC were 

attenuated during reading as compared to focused on target (p=0.025 and 

p=0.021), unfocused closed eyes (p=0.025 and p=0.027) and unfocused open 

eyes (p=0.031 and p=0.035). Similarly, avWTs and ITPCs during the interval 

of 500-600ms were attenuated during the search task as compared to focused 

on target (p=0.023 and p=0.021), unfocused closed eyes (p=0.023 and 

p=0.022) and unfocused open eyes (p=0.029 and p=0.03) conditions. At 700-

800ms the measures were lower during reading (p=0.005 and p=0.009) and the 

search task (p=0.002 and p=0.005) as contrasted to unfocused closed eyes state 

and lower during the search task as compared to unfocused open eyes state 

(p=0.036 and p=0.043). Means of ITPC and avWT of the intervals are given in 

Figure 6.3. 

Paired T-Test revealed that both avWTs and ITPCs (t=4,210, df=10, 

p=0.002 and t=4,326, df=10, p=0.001) during unfocused closed eyes condition 

were significantly higher than during reading. WTav during unfocused closed 

eyes condition was larger as compared to unfocused open eyes condition 

(t=4,421, df=10, p=0.001).  

6.2.2. 20Hz ASSR and 20Hz ASSR-related 40Hz activity  

No task effects were observed on ITPC, avWT and WTav of 20Hz 

ASSR or 20Hz ASSR-related 40Hz activity. But paired T-Test revealed that 

avWT and ITPC of 20Hz-related 40Hz activity (t=2.758, df=10, p=0.02 and 

t=2.632, df=10, p=0.025) were larger in unfocused closed eyes condition as 

compared to reading condition. There were no differences obtained by paired 

T-Test for 20Hz ASSRs. 
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6.2.3. Baseline alpha and gamma power 

Task and region factors and their interaction had significant effect for 

alpha power (F(5,180)=6.926, p<0.001; F(2,180)=12.262, p<0.001; 

F(10,180)=2.023, p=0.033).  Post hoc test revealed that during closed eyes 

condition alpha power was significantly larger (p<0.05) than during all other 

conditions and that alpha power was significantly larger over parietal region as 

compared to frontal and central regions (p<0.05) in general. The interaction 

analysis revealed the following (p<0.05 in all below mentioned cases): parietal 

alpha power in focused on target condition (counting 40Hz stimuli) was 

significantly larger than frontal alpha during unfocused open eyes condition; 

than frontal and central alpha power during reading; than frontal, central and 

parietal alpha during the search task; and than frontal alpha power in focused 

on target (counting 20Hz stimuli). Also, parietal alpha power during focused 

on target (when counting 20Hz stimuli) was larger than frontal alpha power 

during unfocused open eyes condition; than frontal and central alpha power 

during reading; than frontal, central and parietal alpha power during the search 

task.

Significant effect of task (F(5,180)=11.962, p<0.001), significant effect 

of region (F(2,180)= 16.127, p = 0.001) and significant interaction of the 

factors (F(10,180)=4.443, p<0.001) was observed for gamma power. Post hoc 

testing pointed to the highest gamma power over parietal region during reading 

(p values 0.001-0.04) and performing the search task (p values 0.001-0.04). 

Means of alpha and gamma power over frontal, central and parietal 

regions are given in Figure 6.1 C. 
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Figure 6.2. avWT and ITPC results of 40Hz stimulation in “Arousal/activation 
and attention” part. Grand-averaged time-frequency plots, means and SDs of 
avWT (A, C) and  ITPC (B, D) of 40Hz ASSR (for graphical representation 
28-50 Hz, -200 – 1200ms window) from Fz electrode for six experimental 
conditions: focused on target (counting 40), focused on non-target (counting 
20), eyes closed, eyes open, reading and performing a searching task. Both 
avWT and ITPC were significantly attenuated during performing a searching 
task as contrasted to eyes closed and eyes open conditions and during reading 
as contrasted to eyes closed condition ( * p< 0.05, ** p<0.01). 
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Figure 6.3.  Means of avWT and ITPC for 100ms intervals for time period 0-1100ms. 
Significant differences at p<0.05 are marked with arrows:  - counting 40 vs. 
searching task, counting 20 vs. searching task, eyes closed vs. reading and searching 
task;  - counting 40 vs. reading and searching task, eyes closed vs. reading and 
searching task, eyes open vs. reading and searching task;  - eyes closed vs. 
reading and searching task, eyes open vs. searching task. 
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EXPERIMENT III: P1-N1-P2 – EFFECTS OF AROUSAL, 

ACTIVATION AND ATTENTION 

7. METHODS 

7.1. Subjects 

Twenty one healthy subjects (11 females) participated in the study. 

Eleven subjects were included in “Arousal” part (mean age 23.6 years, SD 2.7; 

five females) and ten subjects (six females) were included in 

”Arousal/activation and attention” part (mean age 22.6 years, SD 1.5). Written 

informed consent was obtained, as approved by the Ethics Committee of the 

Republican Vilnius Psychiatric Hospital. 

7.2. Stimulation 

Sixty stimulus pairs (generated with Adobe Audition 3.0) were 

presented through the headphones with an inter-stimulus interval (ISI) of 500 

ms. All stimuli were clicks of 3 ms duration, delivered binaurally at peak SPL 

of 100 dB. The pairs were repeated every 10 s. One stimulation trial lasted 

about 8 minutes. 

7.3. Procedures 

7.3.1. Arousal 

This section, except for the part described below is identical to the 

‘Procedures, Arousal’ section of Experiment II (p. 45). 

Before the second run of low arousal eyes closed condition there was a 

brief period of uplifting music listening (Vivaldi Spring).  
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7.3.2. Arousal/activation and attention

This section, except for the part described below is identical to the 

‘Procedures, Arousal/activation and attention’ section of Experiment II (p. 46), 

except that the unfocused closed eyes condition was not used.  

7.4. EEG recordings 

This section is identical to the ‘EEG recordings’ section of Experiment 

II (p. 48). 

7.5. Data analysis 

7.5.1. ERPs 

Evoked potentials from Fz electrode for all conditions were created as 

follows: continuous EEGs were cut into epochs from -100 to +400 ms 

separately for first stimulus of the pair (S1) and second stimulus of the pair 

(S2) and filtered at 10-50Hz. S2 data is not presented in this thesis. 10% of 

epochs with the largest variability were rejected. P1, N1 and P2 components 

were identified and measured manually, blind to the condition: P1 was the 

positive deflection at 40-80 ms; N1 was the negative deflection at 60-170 and 

P2 was the positive deflection at 100-260ms. The amplitude was measured as 

peak-to-peak difference. Grand averaged evoked potentials for both conditions 

were created from 500 epochs.

7.5.2. Baseline EEG 

This section is identical to the ‘Baseline EEG’ of Experiment II (p. 49), 

except that only alpha power was estimated in ”Arousal” part and no baseline 

EEG measures were conducted in ”Arousal/activation and attention” part. 

7.5.3. Statistical analysis 

Non-parametric statistical tests were used (SPSS© v. 9.1). The effect of 

“open/closed eyes” (two runs of each condition were merged together) and the 

baseline alpha power measures (runs merged) of “Arousal” part were tested by 
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Wilcoxon test. The effect of task in ”Arousal/activation and attention” part was 

tested with Friedman test, and where appropriate pair-wise comparisons of task 

effect were tested with Wilcoxon test.

8. RESULTS 

8.1. Arousal 

8.1.1. ERPs 

Grand averaged waveforms of P1 potential from Fz site are given in 

Figure 8.1 A. Wilcoxon Signed Ranks test revealed that P1 amplitudes were 

significantly enhanced in closed eyes condition as compared to open eyes 

condition (Z=-2.44, p=0.04). There was no condition effect on the amplitudes 

of N1 and P2. Percentiles of P1, N1 and P2 amplitudes from ”Arousal” part are 

given in Table 8.1. 

Table 8.1. Percentiles of P1, N1 and P2 amplitudes in closed eyes and open 
eyes conditions. N=11. 

Percentiles
Component Condition

25th 50th (Median) 75th 

Eyes closed 2,185 2,539 3,527
P1 amplitude 

Eyes open 1,461 1,860 3,081

Eyes closed 4,975 6,030 8,457
N1 amplitude

Eyes open 5,659 6,250 8,422

Eyes closed 7,700 10,347 16,711 
P2 amplitude 

Eyes open 8,844 10,359 17,912 

8.1.2. Baseline EEG 

Alpha power was larger in closed eyes condition over frontal (Z=-2.223, 

p=0.026), central (Z=-2.490, p=0.013) and parietal (Z=-2.756, p=0.006) 

regions. Percentiles of alpha power estimations are given in Table 8.2.  
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Table 8.2. Percentiles of alpha power values in closed eyes and open eyes 
conditions. N=11. 

Percentiles
Condition Region

25th 50th (Median) 75th 

Frontal 2,045 3,601 5,450

Central 2,686 5,767 7,454Eyes open 

Parietal 3,783 7,754 14,258 

Frontal 5,247 6,071 13,082 

Central 5,553 9,972 19,460 Eyes closed 

Parietal 12,231 23,605 38,136 

8.2. Arousal/activation and attention 

8.2.1. ERPs 

Grand averaged ERPs from Fz site are given in Figure 8.1 B. Percentiles 

of P1, N1 and P2 amplitudes are given in Table 8.3. 

Friedman test showed that the effect of task was significant only for N1 

potential amplitude (df=3, p=0.013) that was significantly higher during open 

eyes condition as compared to counting (Z=-2.29, p=0.02) and performing the 

task (Z=-2.60, p=0.009) and nearly significantly increased in comparison to 

reading (Z=-1.89, p=0.059). Task had no effect on P1 and P2 amplitudes.  

Table 8.3. Percentiles of P1, N1 and P2 amplitudes in counting, unfocused 
open eyes, reading and the search task conditions. N=10. 

Percentiles
Component Condition

25th 50th (Median) 75th 

Counting 1,691 2,438 4,730

Unfocused open 

eyes
0,826 3,194 4,866

Reading 1,322 1,835 3,209

P1 amplitude 

The search task 0,809 2,484 4,181
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Counting 5,188 7,316 10,238 

Unfocused open 

eyes
6,945 9,161 15,215 

Reading 6,193 8,293 12,446 

N1 amplitude 

The search task 2,498 6,320 7,916

Counting 9,961 11,187 19,415 

Unfocused open 

eyes
11,696 16,943 22,363 

Reading 9,452 11,244 20,561 

P2 amplitude 

The search task 6,268 9,781 18,067 

Figure 8.1. Grand averaged ERPs from Experiment III. (A) Grand averaged evoked 
potentials from Fz electrode of eyes open high arousal level condition and eyes closed 
low arousal level condition from ”Arousal” part ( N= 11). Two runs of each condition 
were merged together so that each potential is an average of 1188 epochs. (B) Grand 
averaged evoked potentials from Fz electrode of counting, unfocused open eyes, 
reading and the search task conditions from “Arousal/activation and attention” part. 
Each potential is an average of 500 epochs, N=10. 
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9. DISCUSSION 

9.1. Eyes closed vs. eyes open: arousal? 

9.1.1. 40Hz ASSRs 

Neither the phase precision nor the evoked amplitude of 20Hz ASSR 

and 40Hz ASSR were affected by arousal level. These parameters did not 

differ between eyes open and eyes closed conditions. However, total intensity 

of 40Hz ASSR was higher in closed eyes condition. This effect was most 

pronounced at 100-200ms. 

With eyes open, the subject is more aroused than with the eyes closed 

(Barry et al., 2009a; Barry et al., 2007),  that is arousal level drops from open 

eyes to closed eyes. Most of the previous ASSR studies investigating the effect 

of arousal level evaluated ASSR in sleep, the main finding being diminished 

ASSR amplitude with stimulation frequencies up to 70Hz (Cohen et al., 1991; 

Jerger et al., 1992; Linden et al., 1985) and there are no reports where the 

modulating effect of eyes closed vs. eyes open on ASSRs is examined. 

However, Pockett and Tan (2002) showed an increase of power of the ASSR 

during lower arousal state-drowsiness  (Pockett and Tan, 2002).

In the current study the order of eyes open and eyes closed runs was not 

counterbalanced and the total closed eyes period lasted about 30 minutes. Such 

a design was selected to surely achieve lower arousal level in closed eyes 

condition-especially second run of closed eyes. Based on the baseline EEG 

alpha power changes, the change in arousal level following the current 

experimental manipulation was successful: as  suggested by Barry et al. (2005, 

2007), increase in arousal is marked by a global decrease in alpha power, 

whereas the specific regional activity is associated with task processing (Barry 

et al., 2007; Barry et al., 2005). Alpha power was significantly larger in low 

arousal closed eyes condition. Even more, it was significantly larger during 

second runs, meaning that alpha power was larger in the second run of closed 

eyes and open eyes as compared to the first runs (section 6.1.3.).  The subjects 
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reported that they entered a relaxed resting state and felt sleepy during the 

closed eyes condition but did not fall asleep. However, it appears that the 

extent to which arousal level is diminished did not affect any measure applied. 

Only total intensity is enhanced by closing eyes (Fig. 6.1) – this effect was 

repeated when Paired T- Test was performed on unfocused closed eyes and 

unfocused open eyes data from Experiment II “Arousal/activation and 

attention” part.

The WTav -total intensity measure - reflects both phase-locked and non-

phase locked activity. In a very recent work Tcheslavski and Beex (2010) 

assessed differences in the background EEG gamma rhythm phase synchrony 

between the two experimental conditions of eyes closed and eyes open. For the 

closed eyes condition gamma phase synchrony was higher than for the open 

eyes condition (Tcheslavski and Beex, 2010). The larger gamma power during 

closed eyes can be also seen in the study by Barry et al. (2007). In the current 

study where effects of closed/open eyes on ASSRs were tested, gamma power 

was larger in closed eyes condition in line with above mentioned observations 

(although it was largest over parietal region and no significant differences were 

obtained for frontal and central areas). Thus the total larger and more 

synchronized gamma power might contribute to the observed result of 

enhanced total intensity of 40Hz ASSRs in closed eyes condition. 

The diminished arousal level did not affect the avWTs and ITPCs of 

ASSRs and correspondingly these measures did not differ between closed and 

open eyes states in Experiment II, “Arousal/activation and attention” part. 

However, the WTav was larger in closed eyes condition. The different 

modulation of the measures might be explained by their different nature: 

Evoked amplitude and phase precision co-variate and are mostly measures of 

the phase resetting of oscillations; the total intensity, like the power measure, 

includes amplitude modulation which are not phase aligned, i.e. induced 

amplitude changes. The present results indicate that arousal modulation with 

open/closed eyes conditions affects the amplitude of the oscillations, and not 

the phase alignment. 
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As widely accepted, the main contributor to the amplitude of a cortical 

recorded evoked potential is the amount of synchronization of firing pyramidal 

cells. The number of cells that fire depends on the firing mode of cortical 

pyramidal neurons. These cells fire either in the tonic or bursting mode, 

depending on the level of general arousal: tonic firing is typical for alert 

wakefulness; burst firing is characteristic of drowsiness (Coenen, 1995). It is 

easier to recruit a larger number of cells when cells are in the bursting mode 

than in the tonic firing mode. 

On the other hand, Castro-Alamancos and Oldford (2002) showed in 

rats that sensory-evoked responses were suppressed in the neocortex by 

activating the brainstem reticular formation and during natural arousal (Castro-

Alamancos and Oldford, 2002). Sensory suppression occurred at the 

thalamocortical connection and was a consequence of the activity-dependent 

depression of thalamocortical synapses caused by increased thalamocortical 

tonic firing during arousal. Although gamma oscillations can be generated by 

cortex cell without input from thalamus (Cunningham et al., 2004), the 

thalamic input to 40Hz rhythm generation is well known (Sukov and Barth, 

2001).

Recently, increased ASSR was found in Alzheimer patients and this was 

interpreted as the lack of inhibition in cortical auditory processing (Osipova et 

al., 2006). Several studies have shown that power and phase precision of 40Hz 

ASSR is diminished in schizophrenic patients as compared to healthy controls 

(Brenner et al., 2009; Kwon et al., 1999; Light et al., 2006). This could also 

point to the changes in inhibition perhaps mediated by dysregulated NMDA-

modulated GABAergic activity as this is suggested to be basic to the deficient 

binding capacity of pyramidal cell networks involved in gamma rhythm 

generation (Kwon et al., 1999; Light et al., 2006). We speculate that the 

inhibitory balance between the thalamic and cortical processes is changed 

during low arousal closed eyes state and differs from that in sleep, modulating 

sensory processing and gamma rhythm generation.   
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9.1.2. ERPs 

The P1 amplitude increased with diminishing arousal level. No effects 

on N1 and P2 amplitudes were found, suggesting that general arousal affects 

preattentive auditory stimulus processing and not attentional allocation 

processes.

Our finding of lower amplitudes in higher arousal condition and higher 

amplitudes in lower arousal condition is in line with several previous 

observations. First, P1 amplitude was modulated by the level of arousal in a 

similar manner as ASSRs. This finding is in line with results of Pockett and 

Tan (2002). They have showed not only increased  ASSRs amplitudes but 

increased auditory transient response amplitudes during drowsy state (Pockett 

and Tan, 2002).  However, our finding is contradictory to earlier observation of 

Cardenas et al. (1997), who addressed the effect of varying alertness on P1 

amplitude and did not find any differences between low arousal level and high 

arousal level periods while subjects were sitting with open eyes. However, they 

did not use closed eyes condition (Cardenas et al., 1997).  

The larger amplitude of P1 may be result of more bursting cells during 

low arousal condition as discussed above for ASSRs (Coenen, 1995; Grootens 

et al., 2008). The assumption of P1 amplitude sensitivity to the level of arousal 

is supported by the observed effects of caffeine, theophylline and nicotine on 

P1 amplitudes (Ghisolfi et al., 2002; Ghisolfi et al., 2006; Knott et al., ; Knott 

et al., 2009).  These compounds are known to increase arousal level (Barry et 

al., 2009b; Barry et al., 2005; Kaplan et al., 1993; Rusted and Trawley, 2006; 

Sawyer et al., 1982). Thus elevated arousal level upon consumption is 

associated with lower P1 amplitudes. On the contrary, neuropleptic medication, 

which decreases dopaminergic neuronal transmission and decreases arousal, 

increases the amplitude of the P1 auditory-evoked response (Moxon et al., 

2003). As well, cocaine abused subjects show decreased P1 amplitudes 

(Boutros et al., 2000; Boutros et al., 2002; Fein et al., 1996). Jensen et al 

(2007) when studying effect of escitalopram (a highly selective serotonin 

reuptake inhibitor) have found increased P1 amplitudes. They attributed the 
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effect to a slight change in state, such as mild drowsiness that might have 

occurred with escitalopram (Jensen et al., 2008).

Increased P1 amplitudes in mild cognitive impairment identified 

individuals who will subsequently convert to dementia (Golob et al., 2007; 

Irimajiri et al., 2005). Similar relationships have been identified in HIV-1 

infection, correlating with indices of disease progression (Schroeder et al., 

1994). Both dementia and HIV infection cause marked reduction in arousal 

level (Edman et al., 2003; Polich et al., 2000). Grootens et al. (2008) found 

significantly higher P1 amplitudes in the borderline personality disorder group 

compared to the comparison group (Grootens et al., 2008). Grootens et al. 

(2008) related their finding to changed arousal level of the subjects as 

compared to controls (Grootens et al., 2008). 

Our results suggest that the amplitude, measured as total intensity of 

40Hz ASSRs and P1 potential amplitude are modulated by the general arousal 

level– larger total intensity of 40Hz ASSRs and P1 amplitude in low arousal 

states. Phase alignment is not influenced by the arousal level. This observation 

promotes supplementary assessment of arousal in ASSRs and ERPs studies, 

where amplitudes of the response are primer measures. 

9.2. Counting vs. Unfocused state vs. Distraction: Attention or 

arousal/activation?

9.2.1. 40Hz ASSR 

Focused attention vs. distraction task 

It was predicted that highest levels of 40Hz ASSR avWT and ITPC 

would be observed during counting, i.e. focused on targets and focused on non-

targets conditions, when attention was focused on the stimuli. The ITPC and 

avWT of 40Hz ASSR during focused attention (i.e. paying direct attention to 

stimuli) were significantly higher as compared to reading and performing the 
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search task where attention to stimulation was reduced. This finding is 

congruent  with several previous studies that compared enhanced attention 

conditions and reduced attention conditions and showed 40Hz ASSR 

amplitude increment when paying attention to stimulation (Ross et al., 2004; 

Saupe et al., 2009; Skosnik et al., 2007). Both Ross et al. (2004) and Saupe et 

al. (2009) observed modulation of the amplitude of ASSRs by intermodal 

attention, i.e. attention to the sounds in their studies led to a significant 

enhancement of the ASSR (Saupe et al., 2009). In the study of Gander et al. 

(2007) enhancement of ASSR amplitude was observed when subjects attended 

to the task stimuli, but attention had no detectable effects on ASSR phase 

(Gander et al., 2007).

In the study by Skosnik et al. (2007) 20Hz and 40Hz trains were used in 

an oddball discrimination task: click trains were presented binaurally and 

participants had to count targets (20% of the stimuli) and the enhancement of 

the response was observed selectively in response to 40 Hz clicks defined as 

targets (Skosnik et al., 2007). On the other hand, in the very first paper Linden 

et al. (1987) compared the effect of attending to the stimulus (counting 

intensity increments and frequency changes) and not attending (reading) and 

found no significant differences in amplitudes and phases of the response 

between conditions.  Recently this was supported by de Jong et al (2009), who 

did not find any significant effect of intermodal attention on ASSR amplitude 

(de Jong et al., 2009).

Distraction task vs. unfocused attention

Studies comparing the effect of unfocused attention during resting and 

distraction tasks on ASSRs are sparse. There are only two research reports that 

employed an unfocused condition comparable to our study. Both Linden et al. 

(1987) and Alegre et al. (2008) did not find any difference in the energy and 

phase-locking of the response around 40 Hz between the unfocused closed 

eyes  condition  and reading condition (Alegre et al., 2008; Linden et al., 

1987).  In the present study 40Hz ASSR was larger and more precise in 
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unfocused closed eyes condition as compared to reading and the search task – 

this was obtained in two separate experiments (Experiment I and Experiment 

II). Moreover, in the current study we have found higher evoked amplitude and 

phase precision during unfocused open eyes condition as compared to reading 

and performing the search task.   

This is congruent with observation made by Kallai et al.(2003) for 

auditory evoked 40Hz response (Kallai et al., 2003). The evoked 40-Hz 

response in their study was more prominent while subjects were lying awake in 

bed than while they were sitting and reading. Kallai et al. (2003) have 

interpreted this observation as a confirmation of earlier proposals connecting 

the evoked 40-Hz response to attentional mechanisms, especially selective 

attention (Kallai et al., 2003).

The effect of arousal/activation cannot be separated when some task is 

performed.  This is best explained on the example of Experiment I. Closed 

eyes condition and reading condition were shown to be different both by 

arousal and activation levels: during closed eyes condition both arousal and 

activation were diminished as compared to reading. All the participants of 

Experiment I stated that they entered a relaxed resting state and felt sleepy 

during the low arousal/activation closed condition. The lower arousal level in 

the low arousal condition was confirmed by the lower percentage of beta 

power (Cardenas et al., 1997; Regan, 1989). Along with a globally higher 

alpha power in low arousal/activation closed eyes condition, we observed a 

slight trend for theta and beta powers to be larger over frontal region in high 

activation level condition.  The involvement of both theta and beta in reading 

has previously been shown: frontal theta and beta are increased during 

semantic task completion (Fitzgibbon et al. 2004; Spironelli et al. 2008). 

Taking into account the suggestion of Barry et al. (2005, 2007) that increase in 

arousal is marked by a global decrease in alpha, whereas the specific regional 

activity is associated with task processing (Barry et al., 2007; Barry et al., 

2005) we speculated that both modulation of activation level together with 
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change in arousal level following the current  experimental manipulation was 

successful.

Focused attention vs. unfocused state 

It was hypothesized that during unfocused closed eyes and unfocused 

open eyes conditions when subject had no task to perform, intermediate levels 

of evoked amplitude, phase precision and total intensity would be obtained as 

compared to counting (focused on target and focused on non-target), reading 

and performing the search task  conditions. On the contrary, the phase 

precision and evoked power obtained during unfocused closed eyes and 

unfocused open eyes conditions in the present study were not different from 

those obtained in focused on target and focused on non-target conditions. 

Recently, Lazzouni et al. (2009) showed that attention to carrier frequency 

change in stimulation enhances the amplitude of the right hemisphere ASSRs 

for dichotic stimulation as compared to open eyes no-task condition. However, 

they evaluated ASSRs only  from temporal sensors (Lazzouni et al., 2009) and 

we analysed the frontal response. We have not found more studies with a 

comparable experimental set-up and this is the first time to show that ASSRs 

might be insensitive to the effect of direct attention.

ERPs

We did not find any effects of attention on P1 and P2 amplitudes. We 

showed that N1 potential amplitude was modulated by distraction tasks with 

largest amplitudes obtained in unfocused open eyes condition. Thus, 

arousal/activation and attention levels modulate processes that trigger the  

allocation attention to the stimulus. 

The lack of modulation by task on P1 and P2 amplitudes is in line with 

several previous studies (Yee and White, 2001; Jerger et al., 1992; Rosburg et 

al., 2009; White and Yee, 1997). The N1 modulation by task in the current 

study is congruent with previous findings. Based on previous reports, we 

expected N1 to be largest in stimuli counting task condition, when direct 
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attention was paid to the stimulation (Parasuraman, 1980; Woldorff and 

Hillyard, 1991). However, unexpectedly the largest N1 amplitude was obtained 

during no-task unfocused open eyes condition. Moreover it was significantly 

larger as compared to stimuli counting and performing a search task 

conditions. Similarly as in our study, Lavoie et al. (2008) compared several 

experimental conditions and did not observe the largest N1 during the counting 

condition. Lavoie et al (2008) explained their finding as the counting task 

being the most boring part of the experiment and it is possible that subjects’ 

interest and alertness drifted. Indeed, in our experiment subjects counted tone 

pairs that were delivered in a regular order and this did not require high 

memory, or attentional load, or high activation level. Although, Lavoie et al 

(2008) did not find any effect of distraction task (reading or watching a movie) 

on amplitudes of any ERP component as compared to counting and sitting 

without any task with eyes open, the prestimulus noise level was significantly 

affected by the task in their experiment, being lowest in reading and watching a 

movie conditions (Lavoie et al., 2008).   

Previously, effects of prestimulus ongoing EEG on N1 wave were 

shown. Haig and Gordon (1998) showed that alpha synchronicity at the 

moment of stimulus has a significant influence on the resulting N1 amplitude: 

the more synchronized is alpha activity the more pronounced is the N1 wave 

(Haig and Gordon, 1998a; Haig and Gordon, 1998b). On the other hand, 

Krause et al. (1996, 1997, 2000) has showed that involvement in cognitive or 

memory tasks causes event related desynchronization of alpha, whereas simple 

listening to stimuli results in event-related alpha synchronization (Krause et al., 

1996; Krause et al., 1997; Krause et al., 2000). Taken the two facts into 

account, it appears logical that N1 amplitude is largest at the state of simple 

listening to the stimuli as compared to the task conditions.

9.2.2. Generalization 

It is widely accepted that the gamma response serves a broad range of 

physiological functions: early phase-locked gamma being primarily a 
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manifestation of sensory processing and late non-phase-locked gamma 

resembling cognitive processes (Karakas et al., 2001). It has been shown, that 

early sensory gamma response is modulated via top-down processes (Karakas 

et al., 2006; Karakas and Basar, 1998). We speculate that competing 

modulating factors might be at work to produce the current result profile of the 

gamma ASSR modulation by the task.  

Firstly, ASSRs were more expressed when direct attention was paid to 

stimulation as compared to performing distraction task. Focused attention on 

stimuli  (focused on target and focused on non-target) showed largest 

significant effect at 400-500ms that is in line with observation made by Ross et 

al (2004) (Ross et al., 2004).  Effect was similarly expressed when subjects 

counted both 40 Hz and 20 Hz stimuli. At 500-600ms 40Hz ASSR was 

enhanced only in focused on target condition, when 40Hz stimuli were targets, 

probably due to the physiological significance of 40Hz target stimuli (Fig. 6.3). 

This is supported by the study of Skosnik et al. (2007) who showed the 

exceptional processing of 40Hz stimuli (Skosnik et al., 2007). 

Next, phase precision and evoked amplitude were lower during reading 

and the search task as compared to unfocused closed eyes and unfocused open 

eyes conditions.  During reading and the search task ASSRs were significantly 

lower as compared to unfocused closed eyes state at the time intervals of 400-

500ms, 500-600ms and 700-800ms intervals (however this trend remained 

during whole stimulation period) and during unfocused open eyes state at time 

intervals of 500-600ms (as compared to reading and the search task) and 700-

800ms (as compared to the search task) (Fig. 6.3). Lower ITPCs and avWTs of 

the ASSRs during these distraction tasks could reflect a sensory cortical 

inhibition to promote stimulus-unrelated task performance. This interpretation 

is based on the assumption that the strong attention focus required by the 

difficult visual task does not allow subjects to process the irrelevant auditory 

input; whereas during no task, attentional resources are available for this 

purpose (Muller-Gass et al., 2006).   
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Subsequently, the high level of phase synchronized gamma activity 

evoked in the unfocused closed eyes and unfocused open eyes conditions 

without any task could be a manifestation of increased focal cortical activity 

due to induced shifts of involuntary attention. This could be substantiated by 

the fact that the measures did not differ between focused attention (focused on 

target, focused on non-target) and unfocused attention (unfocused closed eyes, 

unfocused open eyes) conditions (Table 6.1 and Figure 6.2). However, it has 

been shown in visual modality that involuntary attention does not augment 

gamma band activity as contrasted to voluntary attention (Landau et al., 2007). 

Also, most notably, during the condition in which subjects were not required to 

perform any specific task, their attention might have been focused on internal 

thoughts (instead of re-directed to the to-be ignored auditory stimuli) (Muller-

Gass et al., 2005).

Furthermore, we assume that the easy counting tasks (focused on target 

and focused on non-target) were closer in arousal/activation level to the state of 

doing nothing – unfocused closed eyes and unfocused open eyes (lower 

arousal/activation level), than the effortful visual task – reading and the search 

task (higher arousal/activation level). It is substantiated by the fact that total 

intensity (and slightly phase precision and evoked power) of 40Hz ASSRs also 

was increased with the lower arousal level. Moreover, the pattern of 

background alpha power supports this notion. 

The effect of arousal/activation level is  supported by the results of 

Pockett and Tan (2002), who reported increased ASSRs in drowsy condition 

(in fact, sitting with closed eyes after a consumption of some alcohol) as 

contrasted to reading or writing (Pockett and Tan, 2002). Recently, Fischer at 

al. (2008) showed in their study investigating the effect of self-selected 

stimulation on compensation of attentional demands to the task, that cortical 

excitability was higher in the condition with self-chosen stimulation (i.e. 

arousal level optimal for subjects’ performance) than in conditions with high or 

low stimulation (that required compensatory processes to achieve optimal 

arousal level) (Fischer et al., 2008).
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Under currently used experimental conditions lower arousal/activation 

level was achieved during the counting and unfocused state and the most phase 

aligned 40Hz ASSR was observed in these conditions as contrasted to the high 

arousal/activation distraction task performance. In line with 40Hz ASSR, N1 

amplitude was modulated by arousal/activation level – higher amplitudes 

obtained in lower arousal/level conditions with unfocused attention to 

stimulation. Thus, the difference between focused attention condition, 

unfocused state and the distraction task is the result of the counterbalancing 

effects of the attention and the achieved optimal (lower) arousal/activation 

level. The current results suggest an important improvement of the practical 

use of ASSRs - in cases where ASSRs are applied to investigate the ability to 

generate synchronized high frequency cortical activity a "distraction" task is 

not favourable. 

9.3. 20Hz ASSRs 

The 20Hz ASSR deserved to be discussed separately. Periodical 20Hz 

stimulation leads to the electroencephalographic (EEG) entrainment (Figure 

4A) with a clear peak identifiable at 20Hz in the power spectrum (Kwon et al., 

1999; Pastor et al., 2002; Skosnik et al., 2006). However, conventional spectral 

analysis of 20Hz SSR distinguished an additional peak at 40Hz (Kwon et al., 

1999; Pastor et al., 2002; Skosnik et al., 2006). The present time-frequency 

analysis of wavelet transformed 20Hz ASSR response also resulted in the 

identification of two components: a component within 20Hz frequency range 

and a component peaking at 40Hz (Figure 4.4. and Figure 4.5). This time-

frequency pattern of 20Hz ASSR was recently observed by Light et al. (2006) 

and Spencer et al. (2008) and it was observed in the present work. Additional 

activity around 40Hz in response to 20Hz stimulation has previously been 

considered a harmonic of the signal (Kwon et al., 1999; Light et al., 2006; 

Pastor et al., 2002; Spencer et al., 2008). By definition, the harmonic is a single 
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oscillation whose frequency is an integral multiple of the fundamental 

frequency (i.e. 40Hz is a higher order harmonic of 20 Hz oscillation). 

However, several findings support the notion that 40Hz activity elicited by 

20Hz stimulation is of physiological significance.

First of all, we have shown that phase locking and evoked amplitude of 

20Hz ASSR-related 40Hz activity were higher in the low activation state, 

whereas 20Hz ASSR did not differ between conditions. The latter is in line 

with Linden et al. (1985), who did not find any difference between aroused and 

sleep states in the amplitude and phase of 20Hz ASSR assessed by FFT but 

they did not evaluate 40Hz activity (Linden et al., 1985). The divergent 

modulation of 20Hz and 40Hz activities is supported by the finding of Spencer 

et al. (2008), who demonstrated decreased phase locking and decreased evoked 

power of 40Hz harmonics in the first episode psychosis, whereas 20Hz ASSR 

was not affected in their study (Spencer et al., 2008). In a report of ASSR in 

schizophrenics and healthy subjects Light et al. (2006) did not find any 

difference in phase locking and evoked power of 20Hz ASSR (Light et al., 

2006). Yet, they did not evaluate the 40Hz harmonic, which is apparent in 

Figure 3 of the report (Light et al., 2006). The figure shows that the 40Hz 

harmonic is weaker in the schizophrenic patient group (Light et al., 2006). 

Secondly, the direction of modulation of 20Hz ASSR-related 40Hz activity 

corresponds to our recent results on 40Hz stimulation: we have shown increase 

of evoked amplitude and phase precision of the 40Hz ASSR during a low 

activation state compared to a high activation, reading condition (Griskova et 

al., 2007). Again, it corresponds to studies both by Light et al. (2006) and 

Spencer et al. (2008) where the impairment of 20Hz ASSR-related 40Hz 

activity in patient groups was of the same direction as the change in actual 

40Hz ASSR (Light et al., 2006; Spencer et al., 2008). This observation was 

repeated when paired T-Test was performed on the data from Experiment II, 

“Arousal/activation and attention” part. 

Interestingly, the phase-locked 40Hz activity was more prominent than 

20Hz activity in the present study. The same relationship has been observed 
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before as it is evident in the time-frequency maps both in Figure 1 of Spencer 

et al. (2008) and Figure 3 of Light et al. (2006): 20Hz ASSR-related 40Hz 

activity is more pronounced than actual 20Hz ASSR.

Notably, significant modulation by the level of activation was apparent 

only for phase-locked activity (amplitude and phase), whereas no significant 

effects were obtained for total (both non-phase-locked and phase-locked) 

intensity, although there was a trend for larger 20Hz ASSR amplitude in high 

activation condition. In contrast to phase-locked measures, total intensity of 

20Hz ASSR was larger compared to 20Hz ASSR-related 40Hz activity. This 

may be explained by slightly larger frontal beta power in the high activation 

level condition. 

There is a limited number of studies analyzing task effects on responses 

to 20Hz stimulation (Muller et al., 2009; Skosnik et al., 2007). Skosnik et al. 

(2009) reported that 20Hz ASSR and 20Hz ASSR-related 40Hz activity did not 

change either when 20Hz stimuli were targets or non-targets in their study. On 

the other hand, Muller et al. (2009) demonstrated effect of auditory spatial 

selective attention selectively on the power of 20Hz ASSR. The 20 Hz 

responses were significantly enhanced in the left hemisphere when subjects 

had to attend to the right ear and the 20 Hz responses were significantly 

suppressed in the left hemisphere when subjects had to attend to the ipsilateral 

left ear (Muller et al., 2009). We have shown that 20Hz ASSR and 20Hz 

ASSR-related 40Hz activity are differently modulated by reading and closed 

eyes conditions: 20Hz ASSR-related 40Hz activity was significantly larger in 

closed eyes condition and there were no effect on 20Hz ASSR. Although we 

did not show significant effect of task on 20Hz ASSR-related 40Hz activity 

when comparing six tasks (focused on target, focused on non target, unfocused 

closed eyes, unfocused open eyes, reading and the search task) in our study, 

paired T-test comparison of unfocused closed eyes condition and reading 

revealed significantly larger phase precision during unfocused closed 

condition. The divergent modulation of 20Hz ASSR and 40Hz ASSR shown in 

this and previous studies (Bidet-Caulet et al., 2007; Griskova et al., 2009; 
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Liegeois-Chauvel et al., 2004; Muller et al., 2009; Skosnik et al., 2007) 

supports the notion of  different generators of ASSRs around 40 Hz compared 

to the 20 Hz response.  

20Hz ASSR and 20Hz ASSR-related 40Hz activity are distinctly 

modulated by the arousal/activation level: arousal/activation level has no 

impact on 20Hz ASSR, however 20Hz ASSR-related 40Hz activity is higher in 

low arousal/activation condition similarly as 40Hz ASSR. The modulation of 

20Hz ASSR-related 40Hz activity by the level of activation and disease might  

point to a physiological nature of this activity beyond a mere periodic effect in 

relation to the 20Hz activity and urges for further careful assessment of 

experimental effects on 20Hz ASSR-related 40Hz activity.

9.4. Methodological considerations 

We have observed frontally distributed ASSR activity, maximal at Fz 

electrode. The highest gamma power values in the inter-stimulus period were 

obtained over parietal region, especially for closed eyes condition and reading 

and searching task conditions (Figure 6.1). Recently it has been shown that 

induced gamma is closely related to saccadic eyes movement. The timing of 

significant difference between eyes closed and eyes open condition in 

Experiment II “Arousal” part corresponds to the timing of saccades (100-

200ms). However, topography of the response (strict frontal distribution with 

maximum at Fz, Figure 6.1) suggests its origin not due to the eyes dipoles. 

Moreover, as shown by Matsue et al (1986) the intensity of saccades is 

significantly less in closed eyes condition as compared to eyes-fixated 

condition. We suppose that the effect of muscular noise on frontal ASSRs is 

sparse.

Picton et al. (2003) suggested that the power of the ASSR occasionally 

could be increased during drowsiness due to activity in the postauricular 

muscles recorded from a mastoid reference (Picton et al., 2003b). The 
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increased amplitude of ASSRs in Experiment I was not an effect of muscular 

noise. Apart from detection of the focal ASSR component, the noise 

component was also extracted by the decomposition from multichannel (64 

channels) EEG data. The avWT of ASSR was higher in the low arousal closed 

condition, whereas noise component was much more prominent in the high 

arousal condition (Figure 4.1). The topography of both focal ASSR component 

and noise component showed that postauriculal muscles had no impact on the 

frontally distributed ASSR component (Figure 4.1). In the ITPC analysis, the 

noise component did not emerge as, due to the nature of ITPC measure, the 

amplitude information is removed leaving only phase information and all 

epochs are given the same weight. Thus, a noisy epoch with high amplitude 

activity only influences the measure by a possible phase degree shift divided 

by the number of epochs (n=122). When noisy channels (the outer range) were 

removed from analysis of 20Hz ASSR response, no noise component was 

detected (Figures 4.3 and 4.4). This was also true for 9EEG channel data of 

Experiment II. Although, the higher inter-stimulus gamma power over parietal 

region probably was of muscular origin due to slightly different head position 

in closed eyes condition (more reclined) and during reading and task 

performance (more leaning) in comparison to open eyes and counting 

conditions, the total intensity of 40Hz ASSR, that was significantly larger 

during closed eyes condition in Experiment II, was frontally distributed (Figure 

6.1). The total intensity is a measure that is strongly affected by noise and if so, 

the noise would appear in parietal channels with high background gamma 

level.

79



10. CONCLUSIONS 

1) The lower arousal level increases the total neuronal resources (measured 

as total intensity) leaving the proportion of phase-aligned neuronal 

recourses (measured as evoked amplitude and phase precision) of the 

40Hz ASSR unchanged. 

2) The differences between tasks varying in arousal/activation and 

attention level are the result of the counterbalancing effects of the 

attention and arousal/activation induced processes:  

-  the lower arousal/activation level increases the proportion of 

phase-aligned neuronal resources (measured as evoked amplitude 

and phase precision) of the 40Hz ASSRs and 20Hz ASSR-related 

40Hz activity leaving the total amount of neuronal resources 

(measured as total intensity) of the oscillation unchanged;  

-   the lower  attention level paid to the stimuli reduces the 

proportion of phase-aligned neuronal resources (measured as 

evoked amplitude and phase precision) of the 40Hz ASSRs 

leaving the total amount of neuronal resources (measured as total 

intensity) of the oscillation unchanged.

3) Neither total amount of neuronal resources (measured as total intensity) 

nor the proportion of phase-aligned neuronal resources (measured as 

evoked amplitude and phase precision) of the 20Hz ASSR are sensitive 

to the levels of arousal, activation and attention. 

4) The lower arousal level increases the neuronal resources (measured as 

the amplitude of P1 wave) for preattentive auditory stimulus processing.  

5) The lower arousal/activation and attention levels enhance processes that 

trigger allocation of attention to the stimulus, as reflected by N1 wave 

amplitude. 
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