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Abstract

Today, a largely scalable computing environment provides a possibility of
carrying out various datatensive natural language processing and mach
learning tasks. One of theisa classificationof textual datawith some issues
recently investigeed by many data scientisti this dissertation big data
classification tasks wilbe completedby using themachine learning toolkit
MLIib on the Apache Spatk the inmemory intensive data analytics
framework. Such intensive 4memory computations opethe door to
classification methods that are effective in solving-déda multiclass text
classification tasksln this thesisa multi-classclassificationof Naive Bayes,
Random Forest, Decision Tree, Support Vector Machinegistic Regression
and Multilayer perceptron classifiers are experimentally examined and
compared witha focuson evaluating the classification accuracy, based on the
size of trainingdataset, and the number ofgrans. The proposedatafeature
selectionsuch asa combinationof n-grams, term frequencyverse document
frequency part of speechnoise reductionand used classifiers determines
multi-class classification problem witla higher classification accuracy.
Findings indicatethe optimal data feature selectiorthat can be usedin a
variety of short texts such as produgieview classificationwithin sentiment
analysis Applied data analyticsframeworks arehorizontally scalablen the
multi-node cloudcomputing environment and allow ue run the mostly
known classificdon algorithmsto understand and predict the textual dizt
support knowledge gathering and decistoraking processs In the

experimentsshort texts foproductreview data from Amazdwere analyzed

1 Apache Sparis a registered trademarklore: https:fapache.org

2 Amazonis a registered trademarkore: https://amazon.com
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Chapter 1i Introduction

Chapter 1 Introduction

1.1. Research ontext

A largely scalable and distributable computing environment proviges
possibility of carrying out various datatensive, natural language processing,
and mache-learning tasks. One of theisia multi-class text classification into
predefined classes, with issues involving text classificatioecently
investigated by mandata scientistsl'ext classification into predefined classes

Is basicallyrecognizedasa sentiment analysis that analyzes the emotional tone
for the given content and byhe classificationtask assigns the meaning of
sentimente.g, either positive onegative.Text classificatiorinterrelate with

a variety ofelements angubjectswhich rendergechnical possibilitie®f big
textual data classification, involving mathematical, statistical, data engineering,
pattern recognition, machinealaing, modehg, highperformance computing,
and natural language processing methods and techniqberwise this is
nothing elsebut only new forms of data analysis including knowledge
gathering by usingn-memorycomputing and computer network possibilities.

It involves an integral part of intelligence arglsnemerging fields that contain
collection and analysis of natural language data by delivering solutions for
decision makersThe focus of the investigation is on comparing rcikiss
classifiers by evaluatinthe text classification accuracypased on the size of
training datathe number ofn-grams, tokensand other modern methqdsich

asa part of speechterm frequencyetc. In experiments, produceview data
from Amazonareanalyzed Particularly, sucha productreview collect useful
information that might help each potential customer to decide whether to order
this product orserviceor not. On theother hand,some producteviews are
uselessi.e., they donot provide significant information anthve a negative
rating because the delivery happened one day thtn expectedAlso, there

are other types of produotviews that provide neither useful nor useless

information about the product or service.



Chapterl i Introduction

This isachallengingssueto deal withall the data and informatics engineering
mustpreparethetools andmodernmethodsbased orhow to find theeffective
and accuratavays towork with suchchallenges.The thesis investigates the
impact of cloud computing technology on the classification and modgunal
language processing methods. The research and experianentsplemented
in Apache Spark.e., the inmemory intensive coputing platform managed in
the doud computing environmentThis dissertation ais to propose a
combination of data featurselection, and classifiers thdéterminesa multi-
class classification problem with higher classification accuracy for large

scale short text produceview data

Theresearch gestionsareasfollows:

1. What is the impact ofloud computing technology athe classification
algorithms?

2. What are the features olfload computing that will enable the execution
of multi-class text classification methods?

3. What are multiclass classification algorithmsefulfor textual date?

4. What is an exactly theoretical backgund d these methods and
algorithms?

5. What arethe constraints of muliclass text classification methods?

6. What arethe data feature selection andnatural language processing

technguesthathelp toincreasethe classification accura@y

1.2. Statementof the problem

The ext is a valuable source of informatiamhen it comes to knowledge
gatrering about online and purchasehavioror emotional influenceffecton
what to buy. Usuallyproductreviews influencethe role of emotion and
decisionof aconsumemvheter to buy thigproduct or servicer not. Precisely,
the attention of internetbased retailerss always focued on the tools and
methodshow to promotetheir productsand increase the sales generated

revenueand at the same timeo collect thecustomes feedback Product



Chapterl i Introduction

reviews (or onlinereviews) usually consist of complex largescale textual
data.This type of data is used for buying or selling onliegy, in specialized
online data stores, and other specific internet directotiesvever, some
productreviews are more helpful and influential to the custonaerd sellers
than others, but they are not alwaysry evident because of the big data
impact Productreviews mightalso beprofessional, unprofessional, short or
long, with psychological andbehavioralor perception and judgment aspects
which indicates distinctive personality typesSeveral papersanalyz the
classification problem of pouctreviews, but the authofsve notproposé a
multi-class classification method that determinesa higher classification
accuracyof largescale textual datausing data feature selection with a
combination ofn-grams Comparisonstudiesusually includeNaive Bayes and
Support Vector Machine, but not Logistic Regressias a comparable
classification methad Also, sosme authors have shown that changing
parameters of classification methodvda lowerimpact onthe classification
accuracythan reasonably preparing the text corp, by applyng natural

language processirand data feature selectitgchniques

Therefore, lhe goal of this dissertatioris to propose a combination afata
feature selection and classifiers thatdetermines the productreview
classification problem witha higher classification accuracfpr largescale
productreview data In other vords, the idea is tadentify and accurately
assign prediction of a class to unknown proeheeiews, wheratraining set of
review data with class labeis given New inrrmemory computing technady
evolution capabilities opethe doors for innovative wayof processing and
classifying largescale natural language data. This scientific investigation is
about the impact changeslargescale natural language data, developnoént
in-memory data analytics frameworksmachine learning, and muitiass

classifcation methods.



Chapterl i Introduction

1.3. Research object

Theresearch objeds the natural language processing methodsnhoitti-class
classificationbased on moderrdaud computing technology solutiorsd data

analytics frameworks.

1.4. Research aim and objectives

The aim is to propose a combination of data feature selection and classifiers
that determines the multi-class classification problem witha higher
classification accuracy for larggealeshort text produeteview data
To accomplish teaim oftheresearchthefollowing taskswere performed
1. To investigatedataintensive technologies, mukclass classification,
and natural language processing methodgseatthiques
2. To compare dataintensive technologies, muklclass classification
methods and data feature selectionrftargescale textual data, by
performing a comparative analysis tfe realized and investigated
methods using real dataset, based on muklclass classification
performance criteriaclassification accuracy, precision, recall, error
rate, Fl-measurement
3. To propose data features selection th@proves the multiclass
classification accuracy with the given datag, for short texts such as
productreview messages.
4. To propose a modifieavorkflow mode| including the corresponding
methods andtechniquesfor multi-class classification suitable to

classifyshort-text messages more accurately.

1.5. Research methods

The wholeresearch methodologgpplied in this thesjss mainly based on:
1. Bibliographic researclof the stated research questicarsd objectives
was used and helpedto identify, select, and evaluate the research

evidence relevant to these questiand objectives
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2. The analysis othe scientific,experimentaland practicabchievements
in the fields ofmachine learning with textualataclassificationin the
cloud computing technology the wuse of informationretrieval,
organization analysis, benchmarkirapdaggregatiormethods.

3. Quantitative and qualitative information gatherimgas used in the
problemsolving procedurese.g, a collection of experinental data for
multi-classclassification methods

4. Constructive research proceddiog produéng new constructiongound
to offer the solution to the realorld challengesand to make some
contribution to the theory of the discipline in whiclt@nbe apgied.

5. Casebasedand controlled experimentgvere usedn the experimental
part in this thesis. The experimental research methodasodgscribed
in Chapter 3

6. Software developmennethodswere usedn the expermentation phase
for constructingmulti-class classification methodsind data feature
selectiontechniquesfor largescale textual datédbasedon multi-class
classification performance criteri@lassification accuracy, precision,

recall, error rate, Ftmeasurement.

1.6. Scientific contribution of the research

The following scientific contributiois presenteeh the dissertation:

1. The multiclass classification methodlsr largescale short text product
review dataare experimentally investigated

2. The proposeadombination ofn-grans (uni, bi, trikgram is effectivein
selectingterm frequency data featweappliedin Logistic Regression,
Support Vector Machine, Naive Bayes, Random Forest, Decision Tree,
Multilayer Perceptron classifiers and determinesthe multi-class
classification problem witl higher classification accuracy.

3. The presentednethodologyfor multi-class text classification tasks
usingthe resampling of data feature select{opnise reductionbags of

words and term frequencygre suiable for déasets that contaialot of

5
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short texts such as produetview messages. This type of data usually is
used for buying or selling online.g, in specialized online data stores,
internetbased retailers, telecommunication, and specific internet
directories.

4. Comparative analysis of cloduhsedbig data analytics frameworkeas
shown thatApache Sparkanalytics framework used inthe cloud
computing technologyis suitable to scaléhe amount of textual data
and applya variety of classificatiosusingmachne learning algorithms

in ahorizontally distributable computer network.

1.7. Practical value of the research

Theresults of presented methodology foulti-classtext classificationandthe
proposedfeature selection methodan be usedin a variety of largesale
textual déa processing systems and tools:

1. To deal with largescale data, select and classify negative and positive
or neutral produeteviews, and promot¢he most accurate, positive
ones that will allowus to increase the incomes when sgjlivarious
producs and servicedp provide additional salservicespr to suppat a
customer retention program.g, to detect unsatisfied customers.

2. To find the optimal structures and their valués implement the
algorithms, understand and predict the textiath to support decision
making andheknowledge gathering process in science or business.

3. To investigate large network datasets for market resesmcletect
antisocial onlinébehavia, to classifytext documents that are related to
cybersecurity areae.g, malicious domains, source code vulnerability,

phishing identificationetc.

1.8. Statementsto be defended

The followingstatements tde defendeth thedissertatiorare presented
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Big data analytics frameworks cdme successfully usedt the in-
memoryintensive operationfor machine learninge.g, classification
algorithms.

The proposed method of data feature selecbhased ora combination
of n-grams (ni, bi, trigram), term frequencyallows us to achieve a
higher classification accuracy with shdexts such as productéview
messagesvhen the method is usemth Logistic RegressionSupport
Vector Machine, Naive Bayes, Random Forest, Decision Tree,
Multilayer Perceptron

The Logistic Regression methddat has outperformed Support Vector
Machire, Naive Bayes, Random Forest, Decision Tae€,Multilayer
Perceptronclassification methods with the given largeale multiclass
textual dataset that contains a proposed combinatiom@rams @ni,
bi, tri-gram ascompaed to unigrams, and appliei term frequency,
and noise reductiotechniquesuch as tokenizatiostopword removal,
lowercasingandstemming.

The proposed multlass classification method wighcombination oin-
grams (ni, bi, trrgram) achieves digher classification accuraeysing

short texts such as prodwretview data.

Approbation of the results

The main results of the dissertatirere publishedn the following scientific

publications

Papers in the reviewed scientific journals

[A1]

[A2]

Pr anc k e v ardllel dasa processifyy services based on C
computing technology. Information Sciences, 73:7/&3} 2015. ISSN
13920561.

Pranckevi |l i us T.GComphtisan ofi NaikeeBaye
Random Forest, Decision Tree, Support ‘decMachines, ant

Logistic Regression Classifiers for Text Reviews Classificat
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Baltic J. Modern Computing, Vol. 5, No. 2, 2282, 2017. ISSN
22558950.

Papers in the reviewed conference proceedings

[A3]

Pranckevil|liusilTus M a Redressioneaud
Tokenization Methods Applied for MulClass Text Classificatior
2016 IEEE 4 Workshop on Advances in Information, Electronic :
Electrical Engineering (AIEEE Vilnius, 2016. ISBN: 978-5090
44733.

Summariesn otherconference proceedings

[A4]

Pranckevilius T., Marcinkevi |
algorithms on cloud computing: issues and advantafeda
analysis methods for softwasystems: ¥ international workshog
[abstract bok], Druskininkai, December i35, Vilnius: Vilniaus
universitetoMatematikodr informatikosinstitutas 2015.ISBN 978
9986680-58-1.

Presentations in international scientific conferences

1.

Pranckevilius T. Compari son
classifiers on produakeview data. 28 European Conference ¢
Operational Research. Poznan, Poland. Juy 3016.
Pranckevilius T. Cl oud comp
software services."?2 Workshop on Software Services. Timisoa
Romania. Noember 1114, 2011.

Presentations in international scientific conferences hosted in Lithuania

3.

Pranckevil|lius T. Appl i c at Raaaf
speechTagging for MultiClass Text Classification. Thé& &Vorkshop
on AIEEE'16, Vilnius, Lihuania. November 102, 2016.

Pranckevilius T. Parall el da

computing technology. 36International conference: Computer D



Chapterl i Introduction

1T2015. Panevagys, [L19,t201G.a ni a .

5. Pranckevi | i us and visualzaters adgorithinsca tlat
computing: issues and advantagée8.lmernational Workshop: Dat
Analysis Methods for Software Systems. Druskininkai, Lithua
December B5, 2015.

6. Pranckevil|ius Tthe impact\ofe ctotidi cgraputig
technology on the visualization and classification algorith
International doctoral consortium. Informatics and Informa
Engineering Education Research: Methodologies, Strategied
ImplementationDruskininkai, Lithuania. November BDecember 4
2011.

1.10.0utline of the dissertation

The dissertationis organizedas follows:Chapter lis an introductionChapter
2 presents @& ovewiew of machine learningor multi-class classificatign
Chapter3 describes the research methodoloGiiapter4 presentghe results
of experiments;Chapter 5 includes general conclusions referencesare
presentecht the end of thehesis.The dissertation consists @25 pages,54

figures and29tables.
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Chapter 2 Classification using Machine

Learning

Text classification is an areavestigated by many data scientists, with the
demand for a data classification set to continue growing in the fduedoa
number of reasons: firstly, analyzing c
to the quality level of products and services;andly, classification allows the
investigation of global social and information networks atuire special
knowledge derived from hundrednillions of users around the globe, for
detecting antisocial online behavior, antisocial users in a communithhabr
which act strangely or even appear dangerous [12]; thirdly, for analyzing large
data networks generated in communities, including images, videos, sound and
text. The main goal of classification is to identify and assign the predefined
class to a seléed objectwhen the training set of objects with class labgls
given The increasing size of datapacitiehasoverstepped the capabilities of

the available computing resource Nowadays, largely scalable computing
technologies can provide capabilities classification using machine learning

[1]. Advances and issues in computeng linkedto howthe data processing
carriedout, fastgrowing dataset, andan increased interest in the research of
machine learning methedused for data analysiSToday, ¢oud computing
technologies[2] are moreand moreavailable for many different purposes,
even fordata processing and transformation, classificatom visualization

The inmemory intensie computing, utilizedn cloud computing technologies,
extends datanalysiscapabilities to deal witlthe increasedcamount of data by
applying the classification using machine learninglso, remote computing
resources leado an increasing demandor a new type of data processing
services and data science subjects, such as knowledge extraction, data analysis,
information design, interactive data visualization, descriptive statisics

One of them is data classificatidyy natral language processirapplying

Naive Bayes, Random Forest, Decision Tree, Support Vector Machines,

1C
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Logistic Regressign and Multilayer Perceptron A full overview and
definitions of largely scalable computing technologieand the text
classification using machine learniage povidedin the sections o€Chapter 2
Therefore, the purpose of this chapter is to overview dkagsification using
machine learning including data feature selectign popular classification
methods, computingechnoloy concepts and data analytics frameworks that

candeal withalargescale natural languageocessingoday.

2.1. Big data

Nowadays to reasonablyclassify a small amount of data is nat challenge
anymore. The challenge is find and adjust moderrethnologies thatanrun
classification methods a horizontally scalable computing environment that
can simply deal witra large amount of dataCurrent issuesre following an
increagng amount of the data that humans and technology are fa€hng.
amount of data is continuously increasing amecoming available to uncover
large hidden valuesf big dataset that are diverse, complex, and of a massive
scale[3]. T h e big dat# isinofivery old and in the past decade gaoften
wasused byinformation and communication technolodZ{), enterprise and
sciencespecialists. There are many definitions of big data availalay but
usually, it refers tothe following properties: volume (size), variety (structure),
veracity, velocity (intensity), value (meaning), Vviabilityyvisualization
variability, and validity All these aspects dfig data arechallengesand can
only be solvedusingcertain methods and technologies. These representations
of data couldoe expressedby a combination ofV propertiesthat areused as
definition to describe big data, but these properties are not abspliités.
Fig. 1 illustrates3? Vs Venndiagrams ina hierarchical nodel that has three
interrelated aspects establishf]. Today this diagram is mainly used to
definethe big datgroblems(seeFig. 2). EachVenndiagram hasiegle V and

it contains some attribudethat can be forAindependent triangle diagrams.
Therefore, the meaning of big dat presentedvithin the complexity and

relation of3Vsattributes. The semantic meaning establishesefla¢giorship of
11
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data, businesintelligence and statisticsln the center of thisliagram there is
machinelearning because learning to understand bigadaithout computer

interactionwould beanimpossiblemission

DataDomain3V

Business
Intelligence
Domain3V

Statistics
Domain3V

\Y

Fig. 1. 32 Vs Venn dagrams irthe hierachical nodel [6]

Below in the text,more insights and form® definea difference in the dates
presentedHowever thefbig data arenot definedcompletelybecause thers

still a lot of discussiom about what isfibigd. In some cases, it might be
Terabytes(p T & w 0)'@nd Petabytes(p T @ ® 0),Qdven morei Exabyte

(p T © W 0) Tettabyte(p T @ & 6) @r Yottabyte(p T @ w 0).(The size of

data and properties are not only few meanings on how big data can be
described. Underahdingfibig dat& i weryrsimple, becaudibig data can

also be separated into various categories that are illustrat€ayir2. These
categories helpus to gather the knowledge and understanding about the
strucure of big data. Mainlybig data consisof four approaches: types of
source, structure, data stoand data stagind3]. The presented structure is
important inthe aspeciof dealing with big data processimghenselecting tle
correct tools and methods. The first aspect is named as data sources. It contains

social media, machine data, sensing, transactasinternebf-things.

12
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Big Data

Data Source Structure Data Stores Data IStaging
— Web & Social Structured — Documerrorienteq Cleaning
— Machine Semistructured |— Columnoriented Normalization
— Sensing Undructured |— Graph based Transform
—  Transactions — Key-Value
— loT
— Content

Fig. 2. Big data classification

This type of datas usually generateflom sources suchsvirtual communities

and social networks, hardware and software, financial transactions,
smartphones and other mobile devicElse data structure defines the second
one. The data structure consists of unstructured, -stémcturegdandstructured
data. Structured datarethat is easier torganize,e.g, input, query, store or
analyze and they are ofthe same formatUnstructured datare typical of
textual data, video, and social media data that do notdewsmon or special
structue format. And emistructured dataare typically more difficult to
organize becausdhey are ofa different format and require complexules
necessaryo decide further processes after capturing sutype of data.To
deal with this type of data hasdmemea very challenging task todayhe third
aspects calledas data stores. Data storeainly serve as means how to store
the data e.g, documenioriented, columyoriented, graploriented or key
valued. Each has its attributesa documentoriented data store supports
complex data forms, retrieve documents based on the content and uses var
standard file formats, e,gISON, XML, PDFandMS Word while thecolumn
orienteddata store&keeps the content ithe column way;the gaphdata store
stores tle dataaccording tahe relations onéo another thais basedon nodes,
edges and propertiesthe key-value data storas designed to store, retrieve,
and manage associati\arrays as the values that wsgecially created keys.

13



Chapter 2 Classification using Machine Learning

Transformationof data tothe key-value databasdielpsus to deal witha very

large sizeof data Today,the key-valuedatabasés alsoknown asa dictionary

or hashfunction The fourth aspect is called data staging. It contains cleaning,
transformation and normalization. Data ehning(or noise reduction)s the
process of identifying and removing meaningless data. Transformation is the
process of changing the dataa form that is meaningful téurther analysis,

e.g, classification or clustering. Data normalization is the press of

minimizing the redundancy of dat&g, removing duplicate items.

2.2. Classification using machine learning

Machine learning is an algorithm that is constructed to learn from thg/ata
Mitchell (1997) has created usedquote widely about machine learning

(Definition 1) that says:

A computer program is said to learn from experience E with respect to
some class of tasks T and performance measure P if its performance at tasks in

T, as measured by P, improves with experiencdd.

This quot e itasksl thatisenst ordy the ask df ledrning itself. It
simply describes that the learning process can help by its influence to
accomplish the gen task. For instance, if we waatar to be able to perform
self-driving from San Franciscdo New York then driving is the task’]. For

that reason, machine learning utilizeesmputer resources to solve very
difficult tasks that usually are not easy to hanfile humans or other default
software If applied machindearning algorithms can solve human problems,
that means it cate usedas part of artificiaintelligence and datenining
initiatives e.g, to assign labels ta given input class or to solve many different
human problems for which other tools are not capable of giving valuable
resuls [9]. So, thats whyfundamentally is knowihat machine learning ia

very interesting scientifiproblem that allows humans to improve audjuire

new knowledge about intelligence in gengral

14
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Definition 1. Machine learning is a technique for effectively using
computing resources to solve ptemsby understanding data through training
and getting them to learn and to use unique gatzessing features
(representation of data) and models (representation of patterns and rules)
[10].

The machine learning systeapplies its parameters by some algorithms to
generate the desired output patterns from a given input patattern
recognition is a part of machine learning that studies machine abilities to
observe the environment including patterns and categd@igmtten canbe
realizedas an object, process or event with its gimame Patterns can include
aclass that belongs mmmmorty sharedattributes known as categories. Pattern
recognition assigns label to a given data value. The best case of pattern
recogniton is the problem of classification, but it might be realized to solve the
several typesof machine learning problems as wellachine learning is
constructed to solve many differetatsks and one of them is classification
(Definition 2). This one is calleda classification using machine learning
(Definition 3). While solving this kind of task, the machine learning algorithm

specifies which oiQcategoriesheinput belong to[7].

Definition 2. Classification isa process of systematically grouping
objects or ideas that have similarities and dam recognizedy one or few
attributes e.g, by kingdom, class, sizehape, density or other classification

aspects.

Definition 3. Classification using machine learning a process of
determining the probabilityif a certain featureappearing in a certain class
thereby allov® us to predict a likely classification based on an input

containing one or more of those featsifa2].

Let the machine learning algorithm be a functighthat is formalizedas

follows:
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QY © ph8 D)

where'Y is a set ofall real nunbers, ¢ is a integernumbe (a dimension of
vector space)and ais the total number of classe$he function assigna
valued array of input ofhe featurevector ®  who M8 hfB & to the

classification attribute aaclassdenoted and is formally defined

0 "Qw (2

Also, there exisbther options in classification tasks, for instance, whieee
function "Qyields the output of probability distribution over the multiple

classes.

The generalized maate learning process design presents the stages how by
applying machine learningo solvethe given machine learning problem, and
the generalized workflow model that consists of three stdggs3. ): 1) data
extraction gvaluation and preparatipas the inpyt2) model construction; 3)

predictionand resulevaluation as the output

Training data

A
Machine Learning

algorithms
Data extraction q Model Prediction
(Input) construction (Output)

Fig. 3. Model of generalized machine learning workflow

The first and initial steps that data mustbe prgparedbefore running any
machine learning algorithms. It is important to analyze, evaluate,,@ean
select only the necessarydata, remove unnecessadata (not valuable
information), andto reduce the dimensionality of data. In the model
construction &ge, machine learning algorithns necessary to be selected,

depending on the task formulatiog.g, data classificationTraining the data
16
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by the selected classification method allowssto developa model, that could

be used to generate the outpig, to make predictions with the new and never
used dataBig data movementhrough thedescribed workflow modek the
issuebecause transferring or extracting substantial amounts of data should be
performed following the best practicesapplying various nethods and

functions andfinally, to extract and prediainly relevant and meaningful data.

2.2.1. Supervised and unsupervised learning

Machine learningcan be basically categorizedinto two core groups
supervisedandunsupervised learnind.1]. Also, therearetwo moreso-called
hybrid categoriesnherited from the core group$ semisupervised, and
reinforcement learningThese mchine learning categories and methads
illustratedin Fig. 4. Supervised learninhumandefined classes and labels that
are usedin training documentg12]) means that there ia rating or class
alreadyassigned taa data unit and usually dealing with the assigned class

label,e.g, analysisof customer opinions or sentimenfis].

Machine
learning

Supervised Unsupervised| |Semisupervised | Reinforcment
learning learning learning learning

e L Clustering, L . L e
L Classification, L dimensionality Classification, Artificial

regression reduction regression intelligence

Fig. 4. Machine learning categories and problems

Let a supervised learning béwith the given training inpu® as a model is a

function that prodoes a classifieiQwith the output

YO &-° "Q 3

where —is a set of hyperparameterBdfinition 4), alo known as learning

parameters.

17
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Definition 4. Hyperparameters (or learning parameters) are settings
used to control the learning algorithm. Classification algorithms with
predicted probability distributions or confidenceare also known as

discriminant values or support valugist].

These parameters akaown aslearning parametersyhich usually deal with

the settings used taontrol the learning algorithm.On the ontrary,
unsupervised learning has no rating or classigned and the training
instances are unknown. riteans there is no trainer, so the learner must build
concepts by experimenting with tldataand create models only by realizing

theexperiments.

Meanwhile the semisupervised learningmethod is a combination of
supervised and unsupervisedethods and loth are usedin the training
process.And finally, reinforcement learning is constructed to maximize the
output bya feedback loop betweethe learning system and its experiences
which helps to train the model and learn from experemg interacting with
the environmenor given probleni7]. It is typically usedor building artificial

intelligence

2.2.2. Text classification

Classification methods are unique dptacessing features of machine learning

[1] and allow ugo runa multi-class textclassification. Ext classification into
predefined classes cée acknowledge@sa sentiment or polarity analysis that
indicates the emotional tone for a given content and assigns the meaning of
sentiment e.g, either positive or negative. Application of sentiment analysis
can be used almost in every aspect of the modern world from products and
services such as healthcare, online retail, social networks, to financial services
or political elections, and other pddse domains where humareave their
feedback. Organizations aresually seeking to collect consumer or public

opinions about theiproducts and services. To this endany surveys or

18
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opinion gatheringtechniquesand methods are conducted wighfocus on

targeted groups or by using any other information available. Therefore,
developed concepts and techniques of informatics engineering can suggest
modern solutions including sentiment analysis that explores topics such as
classification using machine leargia nd wor ks wi th coll ecti
opinions or customer feedback data expressed in short text messages,
productreviews. Text classification is an active area of investigation in
machine learning thas appliedin very different domains such asalysis of
customersdo feedback about t h[d5], mr oduct
classify unclassified produceview data that will help the customer to decide
whether to order products and services or. iibe main idea fousing text
classification is to apply selected classification mesttbdt can assigsingle

(or multiple) classego the given text object that hasunknown class. Textual

data always hea arelation tocertain objects that represattributes, valug

and classes. One can argue that the calculated class definition is more accurate
thanan assigned class by humansincethe assigned class is very subjective.

On the otherhand the assigned class attte actual text object might ndie

related A formal definition of text classificatiors describedn Definition 5.

Definition 5. Text classification is process that assigres predefined
set of classes or attributes to the givert wbject that is the textual content of
elements or attributes such as text documents, news articles, emails, tweets,

customer feedbacks, prodiuetviews etc.

Today, machine learning enablem effective use of high-performane
computing resources thatlpdo solve big textual data classification problems
throughthetraining and learning process, includitiige use of datgrocessing
(datapre-processing) and application ofclassification methods that help to
constructmachine learningnodels. The abilit to classify the textual data links

to the selection of data preparation and analysis toolkits, unique features,

classification methods, computing resourcasd other techniques that deal
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with these challenges. A data classification algoritBrafifition 6) is a model

thatclassifiesby thegiven data (training sethd numbers of hypparameters.

Definition 6. Theclassification algorithm is a function that produces a

classifier, giva a trainingdatasetanda set of hypgrarameterg16].

The theoretial description with the focusn text classification that defindbe

text classification issue formallg presenteth the following section.

Let QN 'O be an instance. The instances are usuallyocument(textual data)
object that belongs to a set of documédts QHQ 8 KQB Q , wherethe

document index® pIp , 0 is the total number of documents. L®tbe a

classification attribte or class assigned to tl®mcument (usually human
definedor sometimes automaticallpbject in the given set of documerids
with a rating numerical valu®  ®Fw 8 fof8 @ , where & is the total

number of classes arfds the indexFor binary classification, we hage &

1, and formulti-classclassificationi ¢ aL Hb. The classification functiofQ
presents how instance obje@sare assigned witiband that can be formally

definedasfollows [12]:
00 § @

wherethe classifier is learning the documents from the gi@ntraining set

and therthe classifier asthe function Q maps all instances (documents) to the
attributes of theclassesx Ideally, the instancebject’Q cannotbe assigned to
multiple attributes of thex classesexcept onlyone single classy But there

might be scenarios that one instance (document) can belong to several classes
simultaneously. Suchclassification is calledhulti-class, multi-label, or multi-
valueclassification[12]. Each classification algorithm entails a seatutough

an implicit or explicithypothesis space to find the preferred model structure
and/or parametend 6]. Fig. 5 presents an example of classified datth the
spacethat is broken up to regions using horizontal and vertical lines.

Examples in these regions are sléied and they share the same attribst
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values or classe3he main idea to have such regions is because it allows to
build upa model that predicts the target variable of a new and unseen instance
by determining which segment it falls intb7]. Therefore, text lassification

can be structured by two approaches: tdj@sed classification and sentiment
classification. The idea of toplzased classification is to detect the key words

that are related to the topic of the classes.

1
A o l
Balance < 50 1 + +
and Age = 50 | 52 ¢
® |
so KLl d} A S q}#sa.hmzso
[ ] | and Age =45
' 1
Age 45 ¢+ L
L] > L ] | b
o o Mulllfilies
Balance <50 ® I"e @
andAge<50 o | dp
[ ] | .
¢ [}
[ ] | Balance = 50 and Age < 45
~ |
4 »-
50K
Balance

Fig. 5. An example of data classification by class

Meanwhile, the sentiment classification consists of positive and negative
opinions about the words such as good, bad, excellent, normal or great, but

there are more sentiment classification options availaslevell

Though, the sentiment analysis is differeritom the classical topiebased
classification which is based on the context or given data ttmcentiment
analysis is used for understanding and extracting human feelings from data
e.g., classifying prodit reviews by positive and negative emotions, or
classifying if emails are spam or not, analyzing tweet to find positive or
negative emotiongl8]. The £ntiment classification is a special process of text
classification to clssify texts according to the sentimental polarities of
opinionsavailable e.g, favorable or unfavorable, positive or negatj¥8]. In

other words, sentiment classification helps to identify and categorize the

opinions that & expressed by the human being. These expressionsiaky
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related to the determination of tlepinion about the object or produatge.,

postive or negative, or neutral.

The popularity of sentiment analysis s§ll rapidly increasingto analyiang
large textual datasetsThe apid development of sentiment analysis enabtes
to make revolutionary links between words and-reatld human behaviors
[20].

4 )\ 2 POMS N\ 3 O inion N\ /7 N\ /7 )\
1.LIWC (mood : ﬁn%er 4.GPOMS || 5.n-gram
analysis)

Linguistic | fension I ( ) ( ) Partof-speecH
Processes = Anxiet 5 i , tags
EpPression - imensions|
Psychologica] Positive vs. (Calm, Alert, Opinion words
Processes — negative Sure. Vital and phrases
AngerHostility mood (from Ki d d’ -
Personal text context) Ind, an Syntactic
Concerns VigorActivity Happy) dependency
Spoken - - .
categories | Fatlguelnertlal L ) L ) Negation
\. J

. / o / . J/

Fig. 6. Sentiment analysis categories

Thus,thesentiment analysis is categorized into five arpessented by. Park
(Fig. 6): linguistic inquiry and word count (LIW{}RO0], profile of mood ttes
(POMS) [21], opinion finder,Googleprofile of mood tates (GPOMS) [22],
andn-grams.The Inguistic inquiry and word couns$ a process and software
toolkit (including a psychometricallywalidated internal dictionajyof the text
context analysis that includeknguistic, psychological processes, personal
concerns, spoken categoriesd identifies emotional, cognitive, and structural
compaments of text samples. Opiniomder isa process of the text context
analysisin the given dde that create a positive vs. negative output of daily
time series public moodlhe profile of mood tatesis the process of text
context analysis that providesietailed view of changes in tipeiblic mood of
different dimensions: calm, alert, sure, ljiteind, and tappy. The supervised
learning method Kig. 7) can be a#pted to the sentiment classification by
applying classical classification methods using machine learning, such as

Naive Baye423], Random Foresf24], Decision Treg[25], Support Vector
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Machines[26], Logistic Regressiorj27], Multilayer Perceptronand other

classifiers.
Text Classifiells
I
I I I I I ]
Mulinomial Logistic Support Vecto Multilayer .~
Naive Bayes Regression Machines Perceptron Random Foregt | Desicion Treg

Fig. 7. Classicalsupervisedlassification methods

Pang et al.(2002) used this approach to classify movie reviews. abtbor

has concluded that positive and negative classesclassifiedby usingn-
grams(unigrams) andhe classification tasks performed welby Naive Bayes
andSupport Vector Machindut neutral reviewwere not usednd it mightbe
concludedhat the classification problemas not very much challengeldater

on, the research was imprayvéy prediction of the class reviewsingthe so
calledfive-starrating systen{28]. This researchwas considered as part af
regressionproblem since the review classes are ordinal. One of the mostly
known sentiment classdation problemss theclassificationcloselyrelated to

the training data used in the domain. For example, the classifier performs not
accurately when it was trained in one domain and applied in another. The most
likely reasonis that phrases and words languages have different meanings
such asin some casespositive can be mixed witmegative However,
Joachim [29], in his comparative work on the text classification with
supervised machine learningas concludedhtait Support Vector Machines

one of the best classifiers, compared to thaDetision Treeor Naive Bayes
Other authors also demonstrated the superiorituport Vector Machine
over Decision Treg and Naive Bayeg430]. One of the earliest comparative
works on text classification usirtge supervised machine learning methbds
revealed that Support Vector Machineshstop-notch classifier, compared to
Decision Treeor NaiveBayes[31]. Dumais et al[32] also demonstrated the
superiority ofSupport Vector Machinesver Decision Treeand Naive Bayes

Despite the domination oBSupport Vector MachingsBayesian methods
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maintained their popularity andre often sected as the baselines. It is
necessary to mention thidaiveBayeswith a multinomial model isnore often
selectednstead of a simpl&laive Bayesvith the Bernoullimodelbecausehe
Naive Bayesnethodwith a multinomial performs obviously bettesinglarger
feature setf33]. Moreover, some researchers report thatmultinomialNaive
Bayesmethoda can even outperform popul&upport Vector Maching84],
[35]. But laer, for future investigations, tteupport Vector Machinmethod is
taken by many researchers and becammost popular method for text

classification tasks not oniy Englishbutalso inmany other languages.

2.2.3. Nalve Bayes

The Naive Bayeslassifier isa machine learningalgorithm, a probabilistic
classification methodvery often used for classifying temal data using
machine learninge.g., sentiment analysis, recommendation analysis, spam
filtering, and is intensively studiesince 1950 This classificaion methodis
also known for realtime predictionshigh accuracy, speegdupport of large
scale and mulkdimensionaldatg and multi-classclassification Probabilistic
classification is the learning processtioé probability of the given object that
hasthe same orcertainsimilar attributes and belongs to a graupclass. For
example, letus identify orange fruit from the given set fiits only by the
color, shape, and tast8o, if the fruit is sweet citrusand hasthe orangecolor
and a spherich shape then highlypersuasivelyt is the orange fruit. These
attributes are related to each othard togetheor even individually represent
these propertieand contribute to the probabilityhat this isan orangefruit.
Therefore, itis calledfi n &uAs to theBayespart, it refersto a statistician
and philosophefhomasBayes The constructionand ideaof the Naive Bayes
methodconsistof knowledge ofrobabilities statistics and itcanbe expressed

asfollows:

v .. VLD OO . 5)
0



Chapter 2 Classification using Machine Learning

where0 6 is aposterior probability othe classd, 0 & is likelihood
related to the given clas8, 6 is aclass prior probability of clas$, & is a
prior probability ¢ predictor. To solve the classification problemusing
machine learning, there might het only binary, bualsomultiple classe
whid 8 RO & , wheredis the total number of classes dfid the index.The
goal is to calculateht posterior probabilityof an object (or class) with the

feature vectotd Mo M fo  that belongso the classo,
0 oMo 0 @ . (6)

W 18 o o B

for p "Q & The numerator of the fraction dhe right-hand side of the

equation above is
0 oo 0 & 0 ohof8 ok h (7
The conditional psbability termd o hoo f8 oo s@ becomest 0 & @

because of the assumption that features are indepefdenBayestheorem

can be expressebdased on the following assumption:

~

0 G b B hid 0 & ®

—Hh (8)

forp "Q & The expression o hw B hy is constant for all the classes, so

theexpression can be simplified:
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2.2.4. Support Vector M achine

Support Vector Mchineasa machinelearning algorithm isised to model the
relationship betweera categorical dependentanable and one or more
explanatory variablesSupport Vector Mchinewas introduced by. Vapnik
[36]. The main task oBupport Vector Machinenethodis to find a hyperplane
that can maximizethe path with two vectordetween twoclasses. In other
words, tofind and createa straight line (twedimensional), aplane (three
dimensional) om hyperplane rf-dimensionalcasedis greater than thrgethat
will find the best way to distinguish objecbelonging to different classesn
this caseahyperplane g plane or aline) is consideredhe best, if the distance
from the hyperplane to the nearest objebtdonging todifferent classesis
equal and maxial. An example of twalimensional objectseparatedy the

hyperplanas presenteth Fig. 8.

Maximum Support vectors
margin
decision

hyperplane .

N
N
o ® ° AN ..
~_ Marginis
AN o
maximized

Fig. 8. Support vectors and decision hyperplane

The vectos in between the hyperplaee called support vecto[$2]. If the
distance from thenyperplaneto the nearest objec¢tdelonging to different
classes are larger than he hyperplanesthat separatethe objects it is
considerd more effective The formal mathematical abbreviation of classes

thatseparat a hyperplaneequation can be simply defined:
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©w0 O T (10)

where® O B MBO s the weight vectorD is thetraining set
0O QR0 8HQM'Q that containghe number ofQ objects,and @ is a
constantThe most commonaseis to deal with two classe$enoting one class

as positive and the other as negatezg.c0™  pNp .

If different classes of data can be linearly separétedthere isaneed to find

two hyperplanes (positive and negative):

w0 @ p, (1)

»0 P, (12

thatdivide the datanto classeso that thecurves of the restricted spade not
include anyobjectfrom thetraining setFurthermore, the distance between the
hyperplaneand can berepresented by éhformula ¢¥sw s and it must be
maximized.Henceit follows the need to minimizegw  eg., the Euclidean
norm of vectorw . To facilitate this processthe decision rulesgo ss can be
substituted by a member afw s 7¢. Thus, the optimization taskan be

expresseas follows
| Elevs. 13

The hyperplanean be found byising the squential optimization algorithm

and classifies a test document by finding
o fi @ @ (14)

where| and @ are paametersof the optimal hyperplane,fi is a function
kernel In the text classification using machine learnjrtge textual data must
be transformed into thdéeature vect® representationdy using specific
mapping. Meanwhile, kernel functions can opernatea highly dimensional

feature spacevithout memorizing the coordinates of data poifise lkernel
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function allowsus to computethe required data pointamong all the data
located in this featurspace With sucha kerneltrick, it enables uso reduce
the unnecessargomputing perforrance. There are severebmmonly used
types of kernel functions such aslinear, polynomial, and radidbased

functiors.

2.2.5. Random Forest

The Decision Tee [25] classificationmethod is known forts ability to solve
many different classificatioproblems and it uses constructions and structures
based orthe posteriorprobability of classAlso, theDecision Tee classifieris

knownby anextendedsersionof Random Brestthatis illustratedin Fig. 9.

Decision tree

Decision tree Decision tree
01 K>

-

Fig. 9. Random Forest

The RandomForest classifieris just a collection(or a bunch)of treesthat
make upa forest The difference beteenRandom Foresand Decision Tee
lies in the overfitting, e.g, whenthe decision tree creates singlelarge and
deep tree.On the contrary, Random Brest is constructedto awid the
overfitting issue because it creates random feature subsetsianuly builds
smaller treesnside but accordingo the number of treeand the size of data
the taining time increasesThe main idea of howthe classification is

implementedby calculaing the variable importance in the trde. Random
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Forest the highest importance variable becomes the root nodattrée and
this variable becossthe most important for classificatiofihe predictionis
treatedas a vote foione class, anthe final classis declaredvhich hasthe
majority of votesThe treesare trainedndependently andn the testing phase,
eachinitial nodewis pushed until it gets to the corresponding pdmthe end,
the output of evermodewin the treemustbe evaluated bthe vote for a class
and such voting shoulole equalto the totalnumber ofclassesavailable. Only
then the maximum posteriorgbability is consideredThe formal expression

of posterior probabilitican be formulated as follows:
5 p ORGP
0 #3B 5 O oW h (15

whereV is the total number of tree® pf8 O , U is the total number of
doaments in data corpu®, 0 6 the posterior probability shows the
probability that evend will occur when an evenb has occurreck is the total

number of words in the given document

2.2.6. Logistic Regression

Linear regression[37] is a field of statisticsthat studies themodek for
understanding the relationship betwetlie input and output and has been
recently usedn the classification using machine learningis the modekhat
assumes a linear relationship betweles inputas a feature vectab andthe

single output variablex

Linear Nonlinear

v
A 4

Fig. 10. Linear andhonlinearregression
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An example of lineaand nonlinearregressions illustratedin Fig. 10. More
specifically, that single output variableo can be calculated from a linear
combination of the input variablés One ofthe methodE€ommonly used for
classification is Logistic Regressionclassifier. The Logistic Regression
classifier measures the relationship betw the categorical dependent variable
and one or more independent variablesestimating probabilities using a
logistic function, which isa cumulative logistic distribution. This method is
useful for the analysis of data where few independent variabldsulate the
output.Logistic Regressioworks betterif the dataset is linearly separable, so
small datasets are almost linearly separable tAecclassificationaccuracy
yieldshigher results

The logarithmic transformationa € ionecessaryo normalize the distribign

of logistic regression. Thé ¢ fi@nsformation o) allows us tocreate a link
with the normal regression equation. The logistic transformatioh isfalso
calledasd ¢ "@Qbor & ¢ "FQAD ¢ "ONaGs thed € (1@ base)) of theodds
ratio or likelihood ratio the dependent variablgf whichis 1. Formally it is

definedby the following mathematical equatidl7]:

a € "WwQo I | 5 ae - h 16

%U 5T (16)
where ) can only range from 0 to the a ¢ "GjQ&cale ranges fronthe
negative infinity to the positive infinity and is symmetricabpproximately

a € "@fm5 (which is zero)The fornula of the logisticregression equation is
[37]:

RN AR | . » O oo Eh @7

whered 60 is a posterior probabilitthatshows the probability that evedt
will occur when an evert has occurred®is the constant of the equaticﬁn,
are the coefficiens of predictor variablesClassificationis implementedby

creatingdata points onto a set of hypalanes, the distance to which is used to
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determinea class membership probabilifihe probabilityd can be expressed

mathematically37]:

L PR Qe B
' —— | 18
_— @ G Ga E (19

wheredis the constant othe equationwis a coefficient opredictor variables,
Qis a base of natural logarithmsyfproximately2,72), 0 6 is a posterior

probability shows the probability that evanwill occur when an evenb has

occurred

Logistic Regressions a binary classification method but the multi-class

classificationcanalsobe implementedby usingoptional multiclass properties

that implement théinary problenfitting to each labele.g, onevs-al.

2.2.7. Artificial Neural Network

Artificial neural networls as a learning algorithmconsistof the information
processing stricturesthat inaccurately simulatsome living organismswhich
occurs in the brain information processif®8]. Artificial neural networks
wereinventedin 194Q An artificial neuralnetworkis basedn interactionsof
the smallest elements neurons Neurons are int@éconnectedin various
strengthconnectors through which signalee transmittedConnection strength
coefficients are calledveights since they belog to the transferred signal

modification.

W 0 Qe QO

v

Fig. 11. An artificial neuron
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The biggest benefits of neural networks afee ability to learn, aapt, and
adjust The mathematical function @& single artificial neuron(perceptron)s
illustratedin Fig. 11, Neuronexcitationsignalis obtainedby calculating the
weighted sum of input signalsinus the value of the thresholdnd "Qis a

transferfunction, wis the output value of aartificial neuron
€EQoB 0w 0. (19

wherew is input signalandV is theweight parametefThe ransfer function

transforms the excitation signalameuron in the output signal:

® Q& Qo (20)

The activationfunctionis most commonlt is the sigmoidlogistic functionthat
representgsodes in the intermediate layers of the artificial neural network
0 Q0 —0
Moreover, there might bamother activation function use®&tep, linear, Tanh,
ReLu softplus andsoftplusfunctionsare @mmonlyused[7]. Unfortunately,
there is no single answer which activation function is the besinbay dta
scientists widely apply .ifFor classificatiortasks, asigmoidlogistic functionis
typically used as it is faster in the training process and convergente

comparison to other activation functions

External dataare usedto determine parameters ofie system, so neural
networksare trainedn given input and output valueBhe goal isto find the
system parametetbat minimize the difference between the output value and
the desired response. Originally selected parametersmadequateand the
system makes a lot of mistakes, but changing the values of the coefficients

helps to fnd the best set of parameters.

For the text classification, a modified artificial neural network witkayers

including hidden layers of neurgnis constructedin the case of building
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multilayer artificial neural network the text classification approach can be
structured by three core elements: pattern matching, algorithms, and atrtificial

neural net.

One of widesetrtificial neural network methadis a multilayer perceptron
classifier. A multilayer perceptron consists of multiple layeo$ simple
neuronsas presented ikig. 12. These multayersrepresentheinput, hidden
and output layer nodess usual, eaclayeris completely connectedith the
neighboring layer irthis neural networkThe classification accuraag terms

of configurationof an artificial neural network depends on the number of
hiddenlayersand neuronsThe first layer is callethput, and the length of the
first layer is always equal to the size of the feature vedtbe input layer
nodes accephe input values and represéimé data from the input perspective.
Thus, the hidden lays in-between the input and output are mapping the input
values by creatinga relationship i.e, the way to the output layer by
performinga linear combination of inputs by adding the node weightand

bias@ and applying thactivation functioiQ

Mddcn layers
—

output layer

input layer

Fig. 12. An example ofa multilayer perceptron

This relationship ofmultilayer perceptrorwith &  p layers can be expressed

as follows

~

OO Q 8Qw Quw ® ® © 8 o . (22)
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The nodes in between of hidden layersdonultilayer perceptron are formally
defined by a sigmoid logistic function The formal definition ofa sigmoid

function(21) is presented earlier in this section.

Respectively, the last layer is callegh output layer in the multilayer
perceptron network and returns the output of classification avithultilayer
perceptron by using sigmoidlogistic function Accordng to the properties of
the given multilayer perceptron network, the output represents the results and
learning performance of the previous layers. The output nodesrfaitiayer
perceptroncan be formally definedby usinga softmax function that is as
follows:

Q

where he number of output nod® is equal to thdotal number of classes

However, nowadaysa sigmoid for the last layer softmax and softplus for
internal layersasactivation function®f amultilayer perceptron netwonkight

be considered

2.3. Natural language processing

A Homo sapiens100,000 years aglearned how to geak, and about 7,000
years agdearned how to write. Today there are milliasfspages and sources
on the web written bhhumansandmostall of themcan be defined asnatural
language. Languages challengedby many official and unofficial rules that
makeit one of theargestproblensin the science world. Computing revolution
has touched lots of our life aspedatcluding the natural language. Nowadays,
the language is becoming very musttegrated ito written form, and digital
media challenges are producing lots of corgentated bya single userThe
computerchallenge tody is to findwayshow to understand this mass of multi
language contest Unfortunately, humans are not able #malyze and

understand even some part of this information, but powerful computers might
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be used together witthe natural language processi(@efinition 7) methods

andtechniques

Definition 7. Natural language processing is a theanptivated range
of computational techniques for the automatic analysis and representation of

human languagg39].

Natural language technologies deal with methods, tools, lexical features and
everything else that helps to preparaatural language for machine learning
algorithms. One of the important phaséslataanalysiss thenatural language
processing and prgrocessing. Howear, largescale textual data hademain
speciyc | SSues usingarly speaah strdiegies capabdé e d
dealing with scalable datintensive applications.The ratural langiage
processingis basedon developingan efficient model that typically applies
variousspecialmethods andechniquedor processingequentiatata.ln most

of the cases, a sequence of words, contimeysequence of charactéssused

in natural langage processing models.numberof words in the large textual
data is so hugethat word-based (ruldased) language models must be
consideredo overcome higlthe causeof an extremely high dimensionality
problem.There are methods used to clean and pesgata forfurtheranalysis.
The knguage analysis alwagsarts from thepre-processing datatage wich

helps to creatatext corpus Definition 8).

Definition 8. A textcorpusis a collection ofauthentic machineeadable
texts[40].

Text corpus preparation includes the natlmabuage processing features,
such as tokenization, sentence segmentation, removingvst@s, stemming

or lemmatization,bags of words, partof-speechtagging, terrdrequency,
word-embeddingetc. The ratural language processing depends on the use case
or issues that must be solved. Practigatlynight be documentlassification,

information extraction, social media ansily, text messageclassification,
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analysis of customer communication, media news monitofingll such

examples require special natural langupgeeessing models and features.

2.3.1. Noise reduction

The roise reduction consist¢Fig. 13) of various natural languagepre
processing techniquesuch as tokenization, stojword removal, dropping
punctuation characterseducing all capital letters ta lowerca® form, term
normalization spellng correction and otheechniqueg41]. They are usedor
removing meaningless noise and frequently used words that usually keep no
data. In exceptional cases, someone can consider keeping all the data inside the
corpus and ignore the noise, laiatistically the dassification accuracy will

stay within the limitof noise. Thereforenuch moreshouldbe loadednto the

selected classification method and that is usually not very reasonable.

Noise reduction

Term Spelling
normalization correction

Tokenization Stopwords Lowercasing

Fig. 13 Noise reduction

So, the main idea ofoise reductionis to filter the usefulterms from the
meaninglessones All these preprocessing techniques are one of the first
stages thatre usedin the field of natural language processirithe pre
processing stage (punctuated square) in a simplified pdateessing andhe

classification workflow modek illustratedin Fig. 14.

_______ 1

! 1 Transformation Application of
Readingdata |—>! Preprocessing —>| to the sparse |—>| classification

1 1 vector algorithm

1

Fig. 14. Modelof data processing arttie classification workflow

This naturallanguagepre-processingstagefeaures consist ofoncepts thatre

definedin Definition 9, andDefinition 10.
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Definition 9. Word isa unit or elemenbf the content with itsneaning

and place in the sentenfel].

Definition 10. Tokenization(the segmentation of a text into sentences
and words) isa natural language processing feature that breaks a stream of
text into indvidually isolated word units or even lettefihe bkenis a word

element in the meaning ahatural language processing subj¢40].

Word tokenization irEnglishand some otheanguagesising punctuation or
whitespace is # mostusableway that brake the sentenceisito the word

tokens An example of tokenizatiois presentedbelow.

Input : Friends, romans, ¢ ountry, lend me your ears
Output : [Friends | [r oman$ [country | [lend | [me |your] |ears]

However, this problem is not trivial due tioe usage of the full stop character,
which may or maynot also terminatea sentenceOn the other hand, word
tokenization is different in ideographic languagas compaed to the

alphabetic onepl0].

The rext key stepis removing all stopwords (Definition 11). Stopwords are
the words thathaveno meaningor havelots of conflicting meaningsvhich is

notsuitablefor afurther text analysis.

Definition 11. Removingstopwords isa process to exclude all tretop

words from the given documed?].

There exissspecial todtits and dictionaries that hetp find stopwords in the
text and remove them. One of thewidely used in data sciences a ratural
language toolkif43]. The natural language toolk{{NLTK) module comes with
a set ofstopwords far manylanguagegre-packagedThe $op-word corpus
containsdeterminerssuch asthe, a, an,anotherthat are followed by nouns.

The gop-word corpus available ithe NLTK website[43] contains thousands
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of stopwords thatare preparedor many popular languagen example of
the stopwords corpuss presenteth thefollowing section:

[, 'me’, 'my’, 'myself', 'we', 'our’, 'ours', 'ourselves', 'you',

'your', ‘'yours', ‘'yourself', ‘'yourselves', 'he', ‘him', ‘'his’,

'himself', 'she’, 'her', 'hers', 'herself', 'it']
The dop-word corpuscontains onjunctionsand prepasons. Gonjunctions,
such asfor, an, nor, but, or, yet, s@erveas conneions betweenseparate
words, phrases, and claus@sepositionssuch asn, under, towards, before
createexpres®ns betweertemporal or spatial relationth summary, all thee
words as separate instanca® very often met in théexts and kee very
meaningless information about the semantic tone in the Apsirt from that,
someresearches are usingstopwords in the constructionof corpora because
they believethat stopwords can assist to detect meaningful phrases such as
fistateof-the-artd Otherwise, in most research case®pwords simply help
to filter high-frequency words from the document that usually havewer
impacton the lexical contentof the document befe a further construction of
the text corpuss continued The main reason is taeducethe classification
capacity e.g, make less overloadby constructing n-grams and the feature
vector, respectively After removing thestopwords, there isa distinction that
influences the same words that consist the uppercase (minuscule) an

lower-case (capital) letters.

YeswAom: 7 pt | Nc

J 5 OAOMm!

var AB pARval A=Z p! RS|

Fig. 15. Conversion t@lower-case algorithm
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The conversion fronthe capital to lowercase letters must be. It helps to
normalize the given text. Alhe alphabet letters havan association with the
numbers thaare sequentially distributeéor example, whatever is the number
associated with capit&®d capital@®6is sequentially the next one and up to
@x Identicdly, lower-case characters have the same relation with the
sequential numerical valueso convert it is necessary to use the relationship
between numerical values that are associated particularly between the
uppercase and lowercase characters. The oe#dtip is checked by the
algorithm ig. 15): if the given character igresentedn a variable § D) is

in theuppercasethenit convetsto alower-casecharacter.

Textual dataconsiss of many forms of words with their special endings
depending orthe present, pastor future tenses, plural or singular fornos

otherformal linguistic rules

Definition 12. Term normalization (word stemming or lemming) is the
process that removes language rullependencieson the words and
implements reduction of the words to their root (stemma form) formighat

requiredfor increasing the consishcy of indexing and retrieval.

Multiple words can be normalizeé@nd reduced to their roobr baseforms.
Theirmain use is as part of a term normalization processghaedin natural

language processing tasks.

Play

I T T 1
Player Plays Played Playing

Fig. 16. An example othenormalized wordiplayo

The nor ma lplay is idustratedn &ig. 6. It is a dictionary and rule
based morphological analysis process that removes or replaces the efdings
words [44]. Word normalization caalso beappliedalmostto all languages,

butit requiresa special customizatigiased on their linguistic rules.
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One of thewide used termnormalization algorithm is basedon Porter
stemming(or Porter stemmgf45] [46]. It is a dictionarybased morphological
analyzerthat allows us to eliminate all endings including some suffixes
(without prefixes). The stemmer can deal with msmand other words if they
are definedn this dictionary. Thus it is known asa rule-based rathod,but
sometimeghe stemmercanmakealoss of meaningnd ambiguityof the word
[47].

There are moremethods and techniquesavalable, and their summary

descriptionsare presenteih Tablel.

Tablel. Additional NLP methods

Name Description

Named entity Name entity recognition contains all the named texgtj which are
recognition phrases that contain the names of persons, organizations, loca
times and quantitieg48].

Apostrophes Used for possession and contra

Specific tokens | Applied to idenify contact related information such as phone numb
e-mails, addresses, invoice payment days, bank account or VAT nu
Hyphens Considering thatwvhite spaceis not always requiredo every case, suc
as Mercede®enz, San Francisebos Angeles.

Normalization | Typically, normalization is used to deal with accents and diacritics
is related to the regiaal language. It also reduces all letters adower

case.
Equivalence Createrelations between two or more normalized tokens, such as
classes and furniture.
Phrase Identify phrases as a small group of words that creates a mean|

unit. There are several types of phrases: noun (vase of roses,
about), verb (had been living, will be going), adjective (very interest
adverbial (very giwly), prepositional (near the sea).

Syntactic Recognize th sentence and its grammaticairrectness by assigniray
parsing grammar function to each word in the corpus.
Chunking Implements word and sentence segmentation and creates labf

multi-tokensequences. It presents wdadel tokenization anéart-of-
speech tagging. Large boxes presena higherlevel of chunking
Chunking usually makes selectidnem a subset of tokerjg9].
Emoticons The pocess that extracts ¢hemotion symbols from the tekimoticons
usually express different states of mind (thoughts and emotions) ar
be used aanadvanced feature for classification and sentiment analy
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2.3.2.N-grams

At present the popularity of statistical linguistics iincreasingin the text
classification whereas the algorithms thaiake asemantic relations analysis
are conditionally slow and very complex. In the case of statistical linguistic
words terms are used as separate unite @ather terms. Suchtype of simple
approach leads tilhe computationakalculation ofthe importance ofaterm or
group of termsin the given text corpus. In the artificial neural networks,
groups of words areusually made according tothe semanti&al meaning,
whether one word is othe left side or the right side of another word. These
words are consideredas similar words by the semantical meaning.
Meanwhile using statistical linguistg in developing ordinary relatios
between thedifferent terms ora group of terms helpsus create similar
semantial relationsas by the artificial neural networksTo establishsuch
relatiors, n-gramsare the main objech the statistical linguistic$N-gramsare
basically a ontiguous sequence éfitems (tokens)from a given sequence of
the text But sequentiallyapplying n-grams (Definition 13), it is not always
enoughto classifytext accuratelybecausaisually muchmore relationsgexist
between differat terms or their groups Therefore, some ordinary
combinatios of n-grams should bénvestigated and proposddr the given

problemrather to complesemantical feature selection algorithms.

Definition 13. n-gram is acontinuoussequence of tokens.

Any sentencérom the given texis writtenof sequences alomposed symbols
or tokensi words, letters, digits, punctuation, white spaces aitiger
charactersRegardinghow then-gram model is defined, the token can be a

word, leter, digit, punctuation, whitspaceandanother character

Today, in theareaof natural language processinggramfeatureallows usto
createn-grans from the contimoussequence ofvords Instead of buildingr-
grams from the sentencdgpically a continuous text flow is in uselhis is

because the task afclassifierdoesnot attempt to undetand the meaning of a
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sentence.tlcreates the input ta classifier with all features (tokenized terms,
and term groups)the classifier builds the model thaassigns the class as
accurately as possibl&odels based om-grams arethe core building block

of statistical languagmodding for many decades

Definition 14. The classbased language model ia process that
improves test at i sti cal e | cad netiorc of wobdycateigatiésr o d u c i
and then share statistical strengthamongthe words that are in the same

category[7].

These clasbased language models fgrans with the help of classificatn
algorithms partitionthe set of words into classes by their attributhat are
basedon their appearance frequengiegh relation toother words (the idea of
termfrequencyis presentedh the sectior2.3.4). The strength of this moded

to use the groups of words with the assigned class attribute, rather than

individual words that represent the context.

The number of defines how many items are grouped in each segment. It
allowsusto create word groups or small phrasath regardgo the definition

of n-gram sizeThe structure of-gram is presented ifable?2.

Table2. An example oh-gram composition

n-gram Example

unigrams &€ p [better’, 'chance’, 'enjoy’, 'good’, 'weather’]

bigrams ¢ ¢ [better chance', 'chance enjoy', 'enjoy good', ' good
weather’]

trigrams ¢ o [ 'better chance enjo y', 'chance enjoy good', ‘enjoy
good weather]

An n-gram size represents the numbewofds e.g., if¢  p, then it is called
oneword unigram; if € ¢, two-word bigram; and if¢ o, then i three

word trigram. The constructiorof n-gram features pregnted as follows
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1 Unigramis a sequence of words in the given sentence that saith
single word based onfte whitespace between the words;

1 Bigramtakesthe output ofa unigram and splits the sequence of words
by startingfrom the fird one;

1 Trigram takesthe output ofa unigram and splits the sequence of words
starting withfrom thefirst one.

Tokenn-grans [This is a sentence. |

Unigram a
T =

Bigram This is|fis & [a sentence | lsentence .|
W —
Trigram This is a| s a sentence | |a senten ce. |

An n-gramincludessequences of the text or speeid uses computational
linguistics that deals with the statistical (or Fblesed) properties dhen-gram

and natural languag®ocessing

unigram
\ 4
Input - bigram _ Output
(Textual Data) " "|  (Feature Vector
4
trigram

Fig. 17. A workflow modelexampleof then-gram feature

A workflow modelexampleof the n-gram featuras presentedn Fig. 17 and
contains input as textual data, continues text flow conversitretegram and

output aghe constructiorof afeature vector.

Another known application ofi-grans is a probability distribtion over the
sequence of wordshe model considers multiple words at the same tidne.
model ofthe probability distribution of n-words sequences calledasan n-
gram modehs tex prediction usingi-grams An n-gram models definedas a

Markov chain of orde¢ p. In the Markov chain, the probability of word
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depends only on the previous words, not on any other Wb8Jsn-gram asa
sequence of written words of lengti s appl i ed Aund@r amo
Abi gforbigamd 6 Y ¢ , and MOrY gy a mered is
the word in the sentence amdis a probability. In the Markov chain, the
probability of wordd depends only on the immediatgdyecaling words, not
on any other words. Thérigram model (Markov chain of order Zan be

formally defined as follows

0V Py DO 4 (24)
wherethe probability ofaword 0 depends only on the immediately pedag
words, not on any other word3he probability of a sequencef words
0 0 p under the trigram modés first factoring with the chain rule and then

using the Markov assumption:

00 p 0 0y 00 ¢ (25

For a trigram word model in a tegatasetof 10000 reviews or separate text
units,0 0 O ¢ has millions of wordsand ca be estimated by counting
word sequences in a body of textitsnof millions of words and mord=or
instancen-grans can be used for language idéisation or probability of item
distribution in a sequence e.g, nextletters or next-words. For instance,
computers can identify language®ry accuracy, but stiltherg are many

confusions with closely related languages.

2.3.3. Part of speech

It is already knowrthat extraction of nounsjerbsor adjectivesis a strong
indication tomake amore accurate sentimeahalysisbecause these terrase
context keepersSome studige comparedthe impact of the word forsn and
conclusions leado the effectiveness of adjectives, verbs, and adverbs, where

subcategorization usually makaseasonable impadn the sentiment analysis
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[50] [51] [28]. The idea is to identify and tag terms as nouns, verbs, adjectives,
adverbs, etc.lt simply marks the words in a text with special labels

correponding to the part afpeechDefinition 15) of the word in this context.

Definition 15. A partof-speech taggings a processthat annotates
everytermwith a part-of-speecttag, a label assigns to eackterm e.g, single
noun (N),a plural noun (NNB), verb (VB), verb, past tense (VB&XL.

Partof-speechtagging is thought of to be a crude kind of word sense
disambiguation[52]. Such text subcategorizatioof nouns and verbs can
become a strong indication formore accurde sentiment analysis when
applying classification algorithms ia largescale textual data analysiswo
approaches use the taggingesulstatistical or ruldbased and trainedising
corpora manually labeled.€., single noun (N),a plural noun (NNS), erb
(VB), verb, past tense (VBD)An example othe universalset ofthe partof-

speechagis presenteth Table3.

Table3. An example otheuniversalset of the parbf-speech tag set

Tag Meaning English Examples

ADJ adjective new, good, high, special, big, local
ADP ad position on, of, at, with, by, into, under
ADV adverb Already, still, early, now

CONJ | conjunction and, or, but, if, while, although
DET determiner, articlg the, a sme, most, every, no, which
NOUN | noun year, home, costs, time, Africa
NUM numeral twentyfour, fourth, 1991, 14:24
PRT particle at, on, out, over per, that, up, with
PRON | pronoun he, their, her, its, my, |, us

VERB | verb is, say, told, given, playing,ould

) punctuation markg ., ;!

X other ersatz, esprit, dunno, gr8niversity

2.3.4. Term frequency hashing

At present the featurgerm frequencyhashingis very commonly useah the
field of text analysis The feature terpfirequency hashingllowsusto peform
tasksmuch faster athe classificationtime because it is using specially created
hashvalues versughat ofa string.Feature ternfrequency hashingonverts all
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textual documents to predefined fixkshgth feature vectors that are suitable to
be mssed to the classification stagée main idea of featurerm-frequency
hashing(or hashing function)s to redwce the dimensionalityand perform a
compressiorof textualdata,e.g, to encock variablelength textual documents
(every single term)nto equaklength numerical format feature vectofs a
very primitive examplethe hash function will encode and sum up the output of
all the letters from alphab&¥dto p, @dto ¢, @Hto o and so on, up t6HO
being¢ @For theAbraham Lincolng u o whatev@r you are, be a good ane

the output othe hash function is:

Table4. An exampleoutputof the hash function

Input Output
0@ QVYco Y p ¢mMU CC UL puY
WE O QL PL ¢ p
DL dp pyY L+
©Qlc v
W [p
MQEEYX pLU PpUL T
EeqdpuptT L
Total CXT

As per thegiven an example the output represengsquantitative meaning of
the input quoteThe ideaof feature hashing cabe successfully applietb

words,for instance (book, 0), (internet, 1), (application,e2¢.

Meanwhile the feature ten frequency Definition 16) is the process that
groups all érms and catulates their ternfrequency with the output:the

hashing key othetermand its frequency value.

Definition 16. Term frequency isa statistical process that generates
fixedsize feature vectors from text documents and assithe weight

parameter by its frequency in the given text corpus.

These termsare importedo a specially createaashingvector assemblelVith

the help ofthe vector assembler, a transformation into one column bzan
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processedas the input for the clagsation algorithm. A range of arrays

input/outputis presenteth Fig. 18.

[interest, tale, lawyer, take, million, dollar, firm, fake, take, love, money, us
hook...]

[1000, [15,192230,236,266,354,372106 ] [ 1. 0, 1. 0, 1. 0, 1]] C

Y T Y

Lengthofa  Positionof words / Count of a word at position /
feature vectc hashing key frequency

Fig. 18 An example of word array before and after transformation

Let us sayaterm 0is aword that exists irtorpusO with a set of documents
0O QRO 8HMQ . Given some termy, and a documeng), the term
count¢ is the number of times that particulatiye term 6 occurs inthe
document®B Given a colkection of ‘Qterms andcorpus O with a set of
documentsthe termfrequencyd "aQ is:

€

The trm frequencyd "@Q is a frequency parameter that defines how often
the tem 0O is found in thedocument@BOne of the most known and oftesed
modebkisZ i p f Olissayb thaly ithetermo is the most commotermin the

text corpus, therthe term 0 is the next most common. Meanwhile, the
collection frequency QO of the @ most common terns proportional to-

[23]:

@0 ° Dg

Q (27)

It meanghat if the most common term in the text corpu® occurso tines
then the second most frequent tasnmhaslessoccurrencesthe third onethree
times less andso on.The ermfrequencyo “tefines the number of documents
that inhere tathe term 0. However,some termsare highly distributedin the
corpusO, g0 it will not hold any useful information aboatspecial document.
Meanwhile theidea ofthe inverse document frequen®Qéa@n be formally
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expressedy a numerical measurement parameter that calculates how much

information or weighthetermois hdding:
QD & t0ns P
Q@O p (28)
whereQ) sis the total number of documents in data corpusf sucha term
becomes noticeable in d@he documentsof data corpudO, the value must be
equal to 0.0themise, the inverse document frequenayill make a greater

weight to a term that occurred less times in the given documents.

2.3.5.Word embedding

Currently, word embeddinggained a lot of interest in the natural language
processing area. Word embedding aeea good representation of words
including similarities that exidtetween these words in the given contéxie
main idea behinthe word embeddings to createa multilayer artificial neural
network using mapped wordgo input vectorsthat learns word embeting

vectorsby maximizing the corpus likehood by neural network trainirj§3].

Definition 17. Word embeddings a set of language modeling and
feature learning techniquesppliedusingnatural language processing to map

words to vectors thaepresenthe corpus of teX64].

Therefore, the outpubf word vector representonvertednumerical values
that artficial neural network can learthese words.Fundamentally, His
method is mostly used to function with deep artificial neural networks
performng natural language processingsks Comparing toother feature
vectoss, wordvectorscreatemuch moresemantic meaning artbe relationship
betweernthewords.The mostknown word embedding cape performedy the
word2vectechnique53] that canbe constructetly usingskip-gramthat learns
representations of the word vect@nd they are valuablat predictingits
contextin the given text of the training wordstd 8 O . The core idea of a

skip-gram is that each single word (term) during the training is associated with
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two vectorsh andu that are vectorepresentations afas a words (term) and
context accordingly.This skp-gram model is illustrated ifig. 19 presented
by Mikolov [54].

INPUT PROJECTION OUTPUT

t(n-2)

] t(n-1)

t(n) j_’

t(n+1)

t(n+2)
Fig. 19 A skip-grammodel

An example of skiggram architecturedemonstrateshat it finds thecental
word and predict the surroundingvord (term) that exists in the given text
instance.The skip-gram modelarchitecturecontains input,projection and
output. The skip-gramtries to maximize the averadmg-likelihood, and it can
be formallydefined:

g a e o h 29)

=

whereQ is the size of the training context (also can be as a function of the
center word(term) 0 ), 0 is aword (term) £ is the total number of words
(terms) in the given text corpug,is the probability of a correctly predictd
word. Larger 'Q results in more training examples leatb a higher
classification accurachp4]. Thus, theprobability of correctlypredict theterm

(word) 0, giventheword 0, can beformalized by using softmax model
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Ag® 0
B Ag® 0

noo (30)
where U is the input, and is the output vector representationwbrds o

(terms) and is the total number of words (ternmie)the giventextcorpus.

2.4. Performance measureent of multi -classclassification

This section presents the aseiremerstfor multi-class classificatiotaskswith
the average accuracgrror rate, precision, and recallhe average peslass
effectiveness of a classifier is one of tm@stknown and usedor machine
learningmulti-class classificatiotasks Assumethat,for every individual class
o, the assessment is defined dy) "Qn, "Q¢, 0 § whered fare true positive
classification example&Qr)are false positive one¥)¢ are false negative ones,

ando ¢are true negative onespdais the number of classes.

The classification accuradg calculatedby actual labels that are equal do

predicted labeldivided bythe total corpussize irto test data. The average
accuracy formula for muktlass classification can be presented as vi@lo
[55]:

B on oc¢
a0 T T g vo¥ ,b : “Q{": “Q‘ (‘) é 31
OWWOo I W& d 5 d 8 (32)

The average peslass classification error rate formula for mualass

classification can bexpresseas follows [55]:

. o 0t
a i evige == 2 O (32)

The precisionis calculatedby an average peslass agreement of data class
labels withthat which is assignedThe precision rate formula for multlass

classification can beritten as follows [55]:
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B O—r‘Q
01 Q0 Qi -0 Qsd” d (33)

The recall rag¢ formula for multiclass classification can be presented as
follows[55]:

B i

w,~ ¥ w2 O €

Y Qww e—& ; (34)

The recall is calculated ihe average peclass efiectiveness of a classifier to
identify class labelsThus F1 (F1-measuremenbr balanced Fscore is
calculatedaccording taelations betweepositivedatalabels andhatgiven by

a classifierbased on a peaslass averaggp4]:

0 ¢ (39

The presentedmeasures for muktlass classificatiorare the main ones that

measure theclassification performanceThese measurements are usually
categorizednto two levels: micro and macroaveraging. A macro measure is
the average of the measures calculabeil 8 or the sum of counts to get

cumulatived n "Qn, "Q¢, 0 &The micro-averagingfavors lager classes and

maao-averagingreats all classes equa[y4].

2.5. Computing resourcesand data analytics frameworks

The computer industryn terms of ICT witnessed several major fractures.
Firstly, the computing technology began ®lowly migrate from the
universities and pdig institutions to the first personal computers. Mostly all
mainframe computers have been decentralizethéoclientserver systems,
which acceleratedhe appearance dhe first personal computer at homes, and
with a rapid spread of technological progge Thenthere was the scalled
second technological transformation, when computers were connected to the

global netvork, which is called the nternettoday The third and crucial
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turning point happened when users hatated to share the availabl€T
infrastructure and services in the form of ghasing or rentinghem from the
cloud computingtechnology (Definition 18) service providersThe cloud
computingtechnologybecame a model for esemand network accedo a
shared pool of widely configurable computing resources, i.e., networks,

servers, stoige, applications, and services.

Definition 18. Cloud computing isa technology wherall intensive
computations actat presenti.e., technologically allow udo extend remote
computing capabilities without human interaction, ensures availability over
the highspeed network, automatically monitor, contrahd optimize modern
computing resourcesaccordingtod i f f er ent ¢ othagemeonfsd need

location independence.

Now, the doud computingechnologycan be rapidly provisioned and released
with the minimal management effort or service provider interadé@h In
technological terms, it is a transitiolnom a clientserver to centralized
systems with distributed parallelism, like a cyclical return to the past, but this

Is doneto optimize time or cost and focus thre core organizational assets.

Currently, centralization of the computing resources bez®more popular
and reasonabl elCT worlduasdethere are mamydam\varitages
such as cost reduction impact: virtualizatiwer quantity of hardware, less
energy consumption, no tfpont investment and pagsyou-go service, lower
operating osts, rapid allocation and deallocation, scalability when service
demands are changing, accessibility through different devices and reducing
business risk while outsourcing from infrastructure providers. Onother
hand, disadvantagese relatedo trus and data protection, centralization of
infrastructure, higkcosts of network broadband between various locations,
and investment costs for infrastructure. Independéttte mentioned and not
mentioned dadvantages, the popularity dbwed computing tdenologies is

increasingand large numbers of users are starting to use it.
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2.5.1. Cloud computing technology

The firsttime the idea and term of cloud computing technolagyeexpressed
by McCarthyin 1966.McCarthy(1966) has envisioned

AExtended and remoteomputing facilities can be delivered to the end

users as a servieg57].

Later the term was discussed again by @wmogle founder and developer
Schmidtn 2006. His visiorwas clearly basedn the innovative sales model as
most of the services can be delivered to the customers over the internet and
worldwide [58]. Today, the cloudcomputing technolog[2] is available for
many differentpurposes and one of tam is machine learning, big data
(including textual)processing and transformation that leads teew type of
digital servicesThe analysis of large data deals with understanding and using
innovative ways and tools how to process, operate, and reuse larg
multidimensionadataset. Therefore, cloud computing technology capabilities
enablenew tools and transition of data to rewftware as a service, platform as

a service, infrastructure asarvice, andhardware as a service.

The amount of data is inasing rapidly in comparison with CPU
performanceand it creates limits on computing resourf&3. But today, the
cloud computing technologyasovercome such limitations with possibility

to adjust the computing reswe to deal witlthe increasing capacity of data in
avery distributive network where applicatiordgtg and computing resources
are spread out across more than one hardware unit and distributethever
computer networkThe cloud computing technology regists of many other
necessary components that are usually invisiblehé end users: network,
databaseinstances, identity management, monitoring, run time, security,
storage, capacity scheduling, redundancies and high availability, process
automation etc. However, the cloud computing technology enables
virtualization technologies in multiple levels (hardware and application

platform) to realize resource sharing and dynamic resopirg@sioning in
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comparison to gd computing where it also employs distrted resources to

achieve applicatioevel objectiveg58].

The rational institute of standards arethnology(NIST) in the United States
of America[60] has defined the car charadaristics of the loud computing
technologythat is asfollows. on-demand selkervice,broad network access,
resource pooling, rapid elasticityand measured servicegl56]. These
characteristics are based on possibilities torekt@mputation capabilities on
demand and seBervice based without special interaction of planning or
maintenance of infrastructure, to ensure the availability over the network, to
provide computing resources for different consumers in the sense oiolocat
independence or automatically monitor, contiahd optimize resource®
layered model can express the cloud computing architeshar@epresented in
the way of whichit explains four elements or fouwervice abstractions:
hardware, infrastructure Jgiform and applicatiof56]. The hardwareservice
layer is responsible for managing the physicakources of the laud
computing technologyfor this purpose, hardwaservicelayer can manage
and assigrthe required physicakesources.The nfrastructureservice layer
creates a pool of resources using virtualization technologies and ensures access
to the virtual processing or memory resourf@l. It contains a distributed
storage and processing @omputer clusters. It is usuallgpomposedof
commodity hardware and located inside huge data cenfers.instance,
parallel computing, imemory ordisk-baseddata processingerviesexpand
computing capabilities just on demand or &pay-asyou-go moael for all
being involvedin a large data analysiwith machine learningThe platform
service layer consists of the operating system aapplication frameworks
such asApacheHadoopor ApacheSpark(described in the following sectian)

Theapplication lgyer runs computer programsder earlier described layers.

54



Chapter 2 Classification using Machine Learning

2.5.2. Data analytics frameworks

The open source organizatioApache Software Foundations developing
many softwareprojects and only very few of thenare dedicatedo the data
processing and machidearning technologies such @pache Hadoopand
Apache SparkThe main concept oApache Sparks an immutable resilient
distributed @taset In contrastto Apache HadoopSparkcan run distributed
processing irmemory rather than only on difg2]. ApacheSparkis known as

a new generation open source cluster computing framework in comparison to
Hadoop but its originis derivedfrom Apache Hadoop MapReduce Both
framework enables processing automation, fault toleramigd, availability,
and scalability between computer nodes or even physical r&ckh data
intensive computations open the door to text classificationigreftective in
solving bigdata classification task#\pache Hadoops a framework for the
distributed processing ofbig data across clusters of computers using
MapReduceprogramming data modelMapReducéds a programming model
that provides support for parallel computing, local#tyware scheduling, fault

tolerance, and scalability on commodity crs{63].

NowadaysApache SparkendApacheHadoopareclassified as thirgjeneration
data processingoriginated for horizontal scalability when adding more
computers to the pool or clust@ndcontainmachine learning techrmjiesas
compaed to SAS,R andWeka The latteronesbelongto thefirst-generation
that are built mostly for vertical scalability when adding more powerthe
existing computer Some adebn tools supportthe first-generationmachine
learning technolog®&to make them more advanced, but there are still cost and
technological issues whetassifying large dataset$able5 summarizeshree
generation view of data processing and machine learning techndlsgi¢ke

third-generation technologies thaelong Apache Sparland Apache Hadoop

5 Apache Software FoundatioNlore: http://spark.apache.org

6 MapReduce TutoriaMore: http://hadoop.apache.org
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frameworks, support fautolerance, and are horizontally scalableg.g,
applicableto an increasechumberof large dataset and can procegasks on
multiple nodeswithin the cloud or grid computing environmeni&e first-
generation consists of traditional tools, whereaghe secad and third-
generationinclude progressively innovated big data technologies capable
dealingwith a cloud computing envimment. However, this thesis focuses on
the thirdgeneration approaches thabrk over Apache Sparkand Apache

Hadoop More details about selected data processing framevaoekgresented

in this section.

Tableb. Three generationiew of data processing and machine learning technologies

Hadoop)

Generation 15t Generation 2"d Generation 39 Generation
Examples SAS, R, Weka, Mahout, Pentaho, Spark, Hadog,
SPSS, KNIME, Cascading GraphLab, Pregel,
KEEL Giraph, MLover
Storm
Scalability Vertical Horizontal (over Horizontal (beyond

Hadoop)

Classification
algorithms
available

Huge collection®f
algorithms

Small subset:
sequential logistic
regression, linear
SVMs, Stochastic
Gradient Descenden
k-means clustering,
Random forest, etc.

Logistic regression,
Naive Bayes, Randon
forest, Decision Tree,
Support Vector
Machine ,Multilayer
perceptron classifier

Classification
algorithms not
available

Practically nothing

Vast no.: kernel
SVMs, Multivariate
Logistic Regression,
Conjugate Gradidn
Descendent, ALS,
etc.

Work s in progress to
expand the set of
available algorithms

Faulttolerance

Single point of
failure

Most tools are FT, ag
theyaremadeon top
of Hadoop

FT: Hadoop, Spark
Not FT: Pregel,
GraphLab, Giraph

Thus, ApacheSpark is an extension ofApacheHadoop [64] that supports
interactive queries and stream processhgache Sparkvas invented by M.
Zaharia at théJniversity of Californiaandwas starte@dsa research project in
2009 and asn open soure in 2010. It has become #s Apachetop-level

project in 2014Google founders created Hadobp CafarellaandD. Cutting
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in 2005 with the main purpose to solve a searching and indexing problem on
the internet.A very high-end usage ofHadoopis known for even a more
advanced computing system, naniB Watson Watsonusesl B MDespQA
software withHadoopto provide distributed computind5]. It I's a hume
guestion answering system that uses the natural language amg gefnecise
answer to the question. The questions can be very genergpemific
However Watsonhas made asemantic analysis and apgliewumerais of
detection rules that helip makea deep analysis of the question antd the

way how best to approachnswering it[66]. It applies advanced natural
language processing, information retrieval, knowledge representation,
automated reasoning, and machine learning technologies to the field of open
domain question answerihgApacheHadoop and Apache Sparlare largely
scalable clustecomputing and data analytics framewottk&t can provide
computing abilities for various types of natural language proce$38#jcand
machinelearning tasks [1] by using datantensive applicationd67]. The
implementation ofApache Hadoop is customizable ands basedon the
application requirementsFig. 20 illustrates the core components Apache
Hadoop[68]. HadoopCommonis responsible for libraries and utilities needed

by otherHadoopmodules.

Hadoop Core

Hadoop Commor HDFS Hadoop YARN MapReduce

Fig. 20 Architecture ofApacheHadoop

Hadoop YARNorovides a margement platform for computing resources and
is responsible for scheduling applications to réfs already mentioned,
Hadoop consists of two abstractiondlap and Reduce and responsible
programming model for datatensive computingThe Hadoop MapReduce

model consists of five phases: it)gathers unstructured data from the input

71BM. (2011). DeepQA Project: FAQ
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source, 2) imports it to thdDFS[68] (Hadoop Distributed File Systgrile
system, 3) runsthe map phase (groups and specifies the pecord
compuation), 4) runs reducphase(collects, sorts data, specifies aggregated
results in associative and commutative manner) and 5)svinigeoutputto the
file system[5]. The programmer must specify thap and Reducefunctions
within a job. Then, the job usually divides the input dataset into independent
subsets that are processed in parallel byMae tasks.ApacheHadoopis a
framework of a distributed processing computation model. To enterirdata
Hadoop firstly all data mst be converted tBlDFS. ApacheHadoopprocesses
every task and retusithe result to the disk aftenapping and reduction actions
are completed, in other words, it is a tatage and diskased architecture
Only the HDFS file system is designed tonplement parallel computingoy
ApacheHadoop There are significant differences, as compavath other
distributed file systemsand advantages are considered as highly-taldtant
andaredeployedon low-costhardware HDFSfiles must be divided into 64 or
128 MB fragments and onlgfterwardcan bedelivered to the nodes (create
three copies) to implement daiatensive processingt8]. Besides,Hadoop
can be scaled up to 1000s of nodeddFS can runa very distributed
environmeh and manage multiples noddsDFS can store large files across
multiple machines, multiplegecserversensures reliability by replicating the
data across multiple servers and locatiohgache Foundation manages the
Hadoop HDFS projecas an open source rpject. All data transfer occurs
directly between clients and data nodes and communicationstivéthame
node only involvethe transferof metadata. The essential propertiedH8fFS
name nodeareasfollows [5]:
1 to keepall the details of the directory structurexactly knowing the

locations of all blocks and jobs;

to coordinateall client communicatiosiwith data nodes;

to ensurethe failure tolerance and the health tife entire system, asti

uses replicas of the data blsck
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Today,Apache Sparks knowns as keyframeworkfor datasciencethat helps

to explore, understand and transforbiy dataset, to create models for
classification using machine learnindpache Spark is one of the best
frameworks that runs applications with large multidimensional data and
machine learning algorithm#.is an intensive imemory computing platform
designed to be one of the fastest available and very ggnemseregarding
running various kinds of computing tasl69] andit containsRDD (Resilient
Distributed Datasefisfile systemslin 2014,Sparkwas tested for a larggcale
sorting and achieved world record.Sparkcould approximately process 100
times faster thaMapReduc but it processes all data the memory, so it
needs a lot of computing resourcApacheSparkuses memory as the standard
databasej loads and processes in the memory until a further adtam
started. In this case, there are always possibilities for computing performance
degra@tions and it depends on the size of de&parkcould be used to run
MapReducend keeps all the most important aspects of data distribution, fault
toleranceand parallelizatiorfTable6). The structure ofApacte Sparkconsists

of four elementsShark SQLSpark StreamingViLIlib, andGraphXgraph. All

the components are targeted at large scale commodity clusters or cloud
computing technologied.o run any applicatiom the Apache Sparkxecution
environment the essentiaimatteris to use é&parkcontext.The Sparkcontext

Is illustratedin Fig. 21.

SparkCore

Shark SQL Spark Streaming MLlib GraphX graph

Fig. 21 Architecture of Apache Spark

The Apache Spark context is essentially a client dhe Spark execution
environment and acts as the masteApécheSparkapplication The Apache
Sparkcontext acts as the master AypacheSpark application.As compaed

Hadoop MapReduceeturns the result to the disk aftdre magping and

8 Details about th®aytona GraySort contesittp://sortbenchmark.org/
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reduang action has been aopleted

Table6 presents someomparison aspecteatareimportant forthethesis.The
main goal of the comparisonwas to identify the current state of algorithm
deployment ofApache Hadoomnd Sparkfor a future experimental analysis.
The comparison aspects arefaltows: API, data processing architecture (data
flow model) and operations, compatibility, machine learning algorithms,
hardware provisioning, fault tolerance, suppompedgramminglanguages and
interfaces, and a possibility to ruthe classification and dimensionality
reduction algorithms. The comparison analysiesentshat ApacheHadoop
and Spark are very similar, but have several essential differencesApexdee
Hadoop supportsa twostage dsk-based data processing architecture, while
Spark hago cashin the memorywhich means that data partitions are read
from RAM instead of the disk70]. Another differencds basedn hardvare
requirementsvhich technicallyare the same. The data must be proportionally
equal to the memory to accomplisin optimal speedup and performance.
Hardware requirements always depend on the sizéat# and the distance
between hardware components. The last and essential differescéaind
regarding graphical user interfackpacheSparkis best preparedbr it, but
ApacheHadoop itself is not. ApacheSpark and ApacheHadoop are as an
opensource project offers a licenfee solution, including usefu
documentation, running instructioaad example<On the other hand, usage of
ApacheHadoopcould be a better optioregardingcosts because it requires
less hardwareHowever, if dataintensivecomputations musbe donenot so
often then using the inmemory access over the distributedcimaes of a
cluster they will proceedwith the entire iterative process. The performance
has been evaluated fApacheSparkover ApacheHadoop while the memory
consumption orother system performance criteria are not degplglyzed
Some experiments taa alreadyshown that althoughApache Sparks faster
thanApacheHadoopin iterative operationgs4], it must pay more for memory

consumptionTable6 also presents @mparisorof classification algorithms.
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Table6. Comparison of Apache Spark aAgacheHadoop

Apache Spark Apache Hadoop

Application programming interfacgupported

R, Scala, JavaScript, Java and Python,| R, Scala, JavaScriptava, Python, Hive SQL
Spark SQL (Shark)

Operations
Map, filter, group by, count, collect, Map, filter, group by, count, collect, reduce|
reduce, save save

Data processing architecture

In-memory Two-stage diskbased

Deployment possibilities

Commodity servers, Cloud cqmting, Commodity servers, Cloud computing,
Single computer Single computer

Hardware provisioning

Cores 816 Cores 4
Memory 8 GB to hundreds of gigabytes Memory 24 GB
Disks 48 one TB disks Disks 46 one TB disks
Network 10 GB or more Network 1 GB Etlernet alito-all
Supported file systems
HDFS, RDD HDFS
Fault-tolerance
Yes Yes
Components
Tachyon, Mesos HDFS, YARN
Tools

Spark native API, Spark SQL, MLIib, Pig, Hive, Mahout, Storm, Giraph, HUE
Spark Streaming, Graph$park
NotebookEpark

Suppated classification methods

Logistic regression, Naive Bayes, Naive Bayes, Random forest
Random forest, Decision Tree, Suppori
Vector MachineMultilayer perceptron
classifier

ApacheHadoop and Spark have a common executioengine and similar
libraries (Mahout and MLIib, respectively and both could be considerably

consolidated to deal with machine learning algorithMahout library was
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previously used only bidadoopMapReducegand now it switched té\pache
Spark Mahoutlibrary was modified and now spprts ApacheSpark while
MLIib only is supportable byApache Spark In this analysis, onlythe

classification algorithmsere used

2.6. Conclugons of Chapter 2

The analysis in the field ofext classification using machine learnirig

presentedhn this secin.

1. The analysihasshown that the multiclasgext data research classification
methodscan be succesfully transferred to thecloud-basedlarge-scale
data processing platforms, and coh&lprovidedas a serviceThe number
of solutionsby machine learmg is therefore slowly increasing. One way
in which textual data carme transformedinto the knowledge is by
applying classificatioomethods usingnachine learning.

2. The «isting data analytics frameworkadatedto big data arancreasing
the solutions,but the transfer ofdataclassificationalgorithms is a slow
and very complexprocessso far The existing classification algorithms
and parallel strategies cannot keasily applied directly to the cloud
computing technology platform andequire specific cugomization
because theymust be prepared for horizontal scalability over the
multimode clusterso deal with large multidimensional data.

3. The findings indicate that thdotid computing technology witthe data
analytics framework Apache Spark is most attrective and provides

essential technological opportunities for big datassification using

machine learningBased on the comparison study that has concluded that

Apache Sparkis one of the best data analytics framework that has
interoperability with widey known classical classification methods.
Apache Sparldata analytics framework with thdLlib library has been

taken and prepared for -memory intensive operations for data

classification using machine learniagperiments.
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4. The theoreticalresultshave fiown thatlarge scaletextual classification
using machine learningalgorithms and natural language processing
techniques such as noise reductidoy usng word stemma, rukbased
word groupingby n-grams and paf-speech tagging, calculatm of
(inversg term frequency can be constructed and implementesing

Apache Sparklata analytics framework
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Chapter 3 Research Methodology

The research methodology natural language processing methods for multi
class classificationbased on modern cloud computing techngl@glutions
and data analytics frameworks presented in thishapter.This methodology
consists mainlyf three stages:
1) data extraction and selection
2) noise reduction by applying various geeocessing techniques to
filter the useful text that cabe wsedfor the classification stage,
and
3) application of the selected classification methods that will
classifyproductreview data into five classes.
Several prpositions and consideratioase maden this chaptehow toapply
data feature selectiorechnguesusing multi-classclassificationmethodsfor
largescale producteview datathat allowus to determinatéhe classification
problem witha higher classificationaccuracy.A modified workflow model
also including the correspondingnatural language peessingmethods and
techniquegor a multi-class classificatioallow us to compare andvaluatehe
performance criteriai.e., the measurement of classification accurathis
modified workflow model was used to classifghorttext messages and

assisedin performingexperiments presented Ghapter 4

Computing Resources

Frameworkof largely scalable datnalytcs

Machine learning and natural language processing toolkits

Classification methods artthta feature selection

Naive Bayes, Random Forest,|| Tokenization, stopwors]
Decision Tree, Support lowercasing, stemming,
Vectors Machine, Logistic n-grams part of speech
RegressionMultilayer (inverse) ternfrequency
perceptron hashing word embedding

Fig. 22 Research environment
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The defined research environmernsists of computing resourcesere all
the experimeng will take place(Fig. 22). The framework Apache Sparlof
largely scalable data analytiegith the MLIib library enable us to run big data

computation tasks irhe cloud computing environment.

3.1. Information of dataset

Two independentand opendatasets lave been selectedhat validate the
presented experimemtaesults and scientific conclusionsfhe Amazon
cust omer setiewmataseat tosndroid apps (datased), and Amazon
cust omer seliewmatasat forcnovies afd/ (television) (dadset B)
are selectedfor investigating[71]. The total number of records iAmazon
cust ome r sediewmatafdrAndrdid apps is given bg  clp ol x &
The total number of records idlmazonc u st o me r gediewpataofdru c t
movies andTV is given by¢ Tthp iy T §Both of them do not contain
duplicate itemsRespectively, the description of Apps #ndroid and novies

andTV datasetss providedin Table7.

Table7. The descriptionof apps for Android, and ovies and TV datasets

Object Dataset Apps for Android (A)| Movies and TV (B)
Number of reviews 2,638,273 4,607,047

Number of classes 5 5

Number of user 94,5148 1,633,591

Number of usexwith > 50 reviews | 501 4319

Average length oéreview(words) 115 145

Timespan 20112016 20122016

The data consistf more thansix- and five-year files for individual product
categories.For both datasets, the casmme r s 60 -rqevievwo flelds vere

extractedAn example of the review text is presented below:

["reviewerID": "AUIOOLXAB3KKT", "asin": "B004A9SDD8",
"reviewerName": "A Customer”, "helpful”: [0, 0], "reviewText": "Glad
to finally see this app on the android market. My wife has it on her

iPhone and iPad and my son (15 months) loves it! Hopefully more apps
like this are on the way!", "overall: 5.0, "summary": "Great
app!!!", "unixReviewTime": 1301184000, "reviewTime": "03 27, 2011 1,
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wherereviewerIDi id of the userasini identification numberreviewerName

i name of the usehelpfuli fraction of users who imnd the review helpful,
presentuses feedback about the quality and helpfulness of reviewiewText

T a written customer review about the prodwsterall i a rating given by the
customer for the product (ratings from 1 to 5 are used in this research: 1 is the
lowest evaluation, and 5 is the besie review meanings presentedn Table

8); summaryi givesan abri dged version of the
matter; (unix)ReviewTimei (Unix) time of the review. Onlyoverall and

reviewTex{(review text) data fielda/ere usedn the experimentation.

Table8. Review meaning

Rating Meaning
1 star | hate it

2 stars | | do notlike it
3 stars It 6s
4 stars | like it

5 stars | love it

The data consist of different customer reviews giveidby QRQ HQ 8 Q ,
where n is the total number of reviews. These reviews are classified by
different customers, having a certain category assigned to the review with a
rating numerical value o  @hoh8 @ , whered (6 "Qwherei is a

class index)mis the total number of classe§ v considered as label or

class.

3.2. Statistics of datasets

Thesedataset represent some product and services related to brand, movie,
and TV episode names. One can argue thesd two datasets are very similar
and related to some categories, another can argue that the meaaiwgrof
depends on the contextg, wordsare derivedrom the context in which they

are usedFor instanceAndroid mobile software applications adesigned to

run on mobile devices such as a smartphone or tablet computers. According to

the Statistavebsite there are around 600.0@Mhdroidapps in theAmazonApp
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storé today In compaison, nowadayshere are around 3.million Android

apps in the miket®. On the other handa movie and TV as mediare
expressedhrougha video stream content delivered via Internet, televisoon

the cinema.In Amazonstore,there aresubcategories of Movies, TV Shows,
Bluerayy, 4K Ul tra HD, Bels NewReldaseg RPoaders, Today 0 s
Kids and Family, AmazonVideo, and Tradeln. According to the IMDb
database statisticeurrently, there are approximately 3t.million titles that
contain subcategories of Movies and TV worldwideThe Global Internet
Phenomea reporthasconcluded thahmazonVideo is now thethird-ranked
downstream applicatioim North America and contains more than 80 million

of video users in the United Stateas to 2017, Amazoroffered morehan 22
thousand movies an@lvV shows. For both review datasets, tlggven words
represenbpinions that exisin the given context. So, for further iestigation,
expectedly the worgopulation covers theeanng of words that represenot

only commonly used words, baiso special words in the given context in
which theyare usede.g, game, app, play, movie, futrailer, etc. So, most
probably another review set will contain specific words thatd the meaning

of the context in which thegre usedThese datasets can als® considereds
categories in domains such as entertainment, food and drinks, health and
beauty, retails, travel and vocations, or miscellaneetes For instance, the
movie and TV datsetfall into the category oéntertainmentThusthe Android

app dataset falinto the category retail aan electronicdevice that includes
smartphone or tablet devices and all the related applications. On the other
hand, applications themselves calso be a part of entertainment category,
because some apps are related to the video games and other similar activities.
Nevertheless, according to the givdatg some overlapping categories can

imply a model andthe classification accuracthereby This is because some

9 More details: https://www.statista.com
10 More detailshttpsi/www.appbrain.com

11 More detailshttp://www.imdb.com/stats
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words thatepresenthe context very well in oneategorywill have no or other

meaning in anothecategory If possible, for better classification results and

less confusion in the model, disjointed categories should be considered.

Otherwise overlapping categories will creata negative effect on the

predictions of classification accuracgumming up.the selected datasets are

theoretically wellcategorizedand the meaning of words derivedfrom the

context in which theyare usedSucha conclusion carbe arguecby TOP10

words that are nearly constant for the given dataseand B TOP10 words

are presenteih Table9.

Table9. TOP10 words per class

DatasetA Dataset B
No | Classl| Class2| Class3| Class4| Class5 No | Classl| Class2| Class3| Class4| Class5
1 game | game | game | game | game 1 movie | movie | movie | movie | movie
2 not not not fun love 2 not not film film one
3 app app play play play 3 film film not not love
4 get play like like app 4 one one one one film
5 play get app app fun 5 like like like like not
6 would | like get not great 6 dvd would | good | good | great
7 time would | fun get like 7 watch | good | would | great | watch
8 work | time would | good | get 8 would | get get watch | like
9 kindle | work | time time not 9 time watch | time time dvd
10 | like kindle | good | great | time 10 | get time watch | get time

Only a representative part of text corpuss usedNeverthelessthe size of

data can be scaled artde infrastructure adjusted horizolly as Apache

Spark can perform classification tasks in hundreds of nodes with memory

intense computing resource allocation. Therefdre,data class distributian

In a dataseis presented ifrig. 23.

3000000
€ 2500000
2]
3 2000000
>
& 1500000
1000000
- élﬂﬂlﬂﬂL
o =M —mm =M
1 2 3 4 5
B Reviews per class (A) 294293 133904 253586 561829 1394662
mReviews per class (B) 339544 233221 415369 857505 2761408
Class (¢

Fig.23Di stri buti on
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To improve the classification, it was decided to split the data to equally
distributed sets per each class aodusethe method for measuring the
skewness of datf/2], so that each class would collect an equal number of
customer produeteview recordsSeven equally distributed datasBiS1, DS2,
DS3, DS4, DS5, DS6, D®T various sizeswere usedn the experimentsA
composition of adatasefor training and testing is distributed follows 90%

for training and 10% for testing, and the equal number of reviews per class.

The @mposition ofdatases for training and testinig illustratedin Fig. 24.

400000
£ 350000
g 300000
@ 250000
& 200000
T 150000
100000
50000
0 =T :
DS1 DS3 DS7
m Testing 2500 7500 30000 37500
@ Training 22500 45000 67500 135000 202500 270000 337500
@ Reviews per clags 5000 10000 15000 30000 45000 60000 75000
Fig. 24. Composition ofdataset for training and testing
200000
180000 mClass 1 mClass 2 mClass 3 mClass 4 = Class 5
160000
140000
» 120000
S 100000
= 80000
60000
40000 I
20000 I I I
0 = I | | I I
A|B A|B A|B A|B A|B A|B A|B
DS1 DS2 DS3 DS4 DS5 DS6 DS7

mClass 1 7788 | 23569 | 12088 | 35261 | 15933 | 45596 | 23267 | 70243 | 30284 | 91972 | 36696 | 112173 42527 | 129496
Class 2 8151 | 29026 | 12439 | 43996 | 14773 | 57282 | 24380 | 88302 | 31492 (114902 38099 [ 139156 44344 (161914
Class 3 7758 | 30882 | 11564 | 47336 | 13332 | 61573 | 22766 | 95607 | 29897 [ 124892 36009 | 150617 41515174809
Class 4 7019 | 30473 | 10492 | 47248| 14578 | 60071 | 20589 | 93449 27026 | 122090 32365 | 147558 37740|170072|
Class § 7373 | 22491 | 11244 | 34131 | 12049 | 44090 | 22474 | 67906 | 29135 | 88643 | 35424 (106901 41194 (124471

Fig. 25. Unique wordgterms)per classn A and B datasets

CorrespondinglyFig. 25 and Fig. 26 presentthe statistics of the unique and
total words (terms). All unique words are counted in comparigoall the

words existing in the givemataseper each class. In general, the selected text
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corpus has unique wordsat consist of less than 10% of total words #rel
distribution of unique words ka higher values in class 2 and lower in class 4.
Usually, the unique words represent the given class very well, and reasonable

similarities exist between 1 and 2, 4 divk classes.

7000000 mClass 1 mClass 2 mClass 3 mClass 4 = Class 5
6000000
5000000
54000000
§3000000
2000000
1000000 II II
0 nll an II [ '] “ II
A|B A|B A|B A|B A|B A|B A|B
DS1 DS2 DS3 DS4 DS5 DS6 DS7

= Class 1 97641] 285009 196447 563860 329869 843535 592250[168279] 88644825324441.1847818389158 482531214662
= Class 3108653 379941] 218734 760320 297966114644 659098227760699319434090481 32537 53524 $16644295666394
Class 3 99553 386680] 198724 782928 268500]1178501597299(23219628995271348997%.203835163281 1150143577964
Class 4 89109 371790[ 178374 748141] 2563331110930539618218128$8136653263219107908 #3345961 34919538525
Class § 85148 | 240636 170604 481579 247586| 721556 511711[143653476791621581561029374287618% 285488598539

Fig. 26. Totalwords(terms)per classn A and B datasets

Fig. 27 illustrates theratio (the ratio of unique words to total words per class
of total words and unique words paass in A and B dataset8bsolute rates

are similar; howevedataset are increasing
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Fig. 27. The rates ofdtal wordsand unique word@&erms)per classn A and B datasets

How is the sampling of used datasgbod and eliable? Assumingthat aset of
comments represents all viable optiomke selected populatioshouldcover

the existing context irthe defined populationas widely as possible. The
70



Chapter 3 Research Methodology

different setsrepresent different contexts and product categories. However,
they represent the same objéqgiroductreviews.Also, there are other sources

of shorttext messageaypes,e.g, Twitter. Twitter messages are also used very
often for sentiment analysis; however, thase enrichedwith hashtags or
emoticons, more formafprmative, very shortand less emotional. Based on
this discussion, the experimentation and findicgs be expandedy using

otherdatasets

3.3. A framework of data analysisfor text classification

In researchthe infrastructureof a cata processing clustéFig. 28) has been
usedduring the experimentatioDataclassification tasks will be completed by
using theMLlIib library on theApache Spark69] computing platform with the
configuration as follows:
1 The infrastructurewas createdon the Google Cloud Platform.
Experiments wereloneusing Apache Spark v1.6[59], Python v2.7.6
[73] andNLTKv3.0.0[43].
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Fig. 28. Infrastructureof the Apache Spark datprocessing cluster

1 Fig. 28 presents theApache Sparkmodel infrastucture of data
processing clustancluding the machinesbrning totkit MLIlib thatwas

installed on Google Cloud platform. The naster node consistsf 2
71



Chapter 3 Research Methodology

vCPUs (virtual central processing unit) and &8 of memory and two
worker nodes hav@ vCPUs, with 13 GB of memory on eachand 3
clustersof thesame level have beesed to process the tasks faster.

1 Apache Spark is an-4imemory computing platform designed to be one
of the fastest computing frameworks able to run various kinds of
computing tasksSuch intensive imemory computations will allows
to solve bigdata muli-class texclassification tasks.

1 The fixed size computing clusteras usedbut technical capabilities of
the cloud computing technology can scale the cluster proportionally to
the size of data, including ¢hcosts for the given servicesll the
experiments werecarried outusing the infrastructure thathas been

describedn this section.

3.4. Workflow model

Theworkflow model for producteview processing ifrig. 29 was established
to compareNaive Bayes, Random Fate Decison Tree, Support Vector
Machine andLogistic RegressigrMultilayer Perceptronmethods. This model

Is a modified version of that presented$sddor{74].
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The workflow model for produeteview processing habeen usedn this
researchand the highlighted path will show thestperformedclassification
method with useddata feature selectionn the following sections, the
workflow modelis describedor review processingrhe workflow consists of
four key stages: data extractiamview text preparation (noise reduction),
bagof words the transformationof the textto a sparse vector and applicatio
of classification algorithmslhis workflow consists of stagess follows:

1 Firstly, the main goal of the data extraction stage is to take toely
necessargnd reated data from the data source.

1 Secondly, to prepare data fibre machine learning stage. This stage is
carried out by data consson that includes transformation and
application of data feature selection(featuresare explainedin the
following sections). The key point is to collect major data fields the
most important on®f which is reflectingin the requied data science
investgation.

1 Thirdly, the main goal of the machine learning stage is to implethent
machine learning procesbased on the investigated data. This stage
enablews toapply classification methods by training the model and by
making the following predictionson the new data. This stage caa
enrichedwith an additional visualized solution that hslfell the story
behind the data,e., data statisticsranachine learning resultstc.

91 Data processing for athe presented algorithms is the same, isahis
chapter a unified data prgrocessing process defined Data pre
processing is the first and initial stage that mustconsideredt the

beginning of engineeringf the data analytics solution.

All the steps of this model wilbe explainedn the folloving parts of this

chapter.
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3.4.1. Data extraction

The main goal of this stage is to select only tleeessaryand related data
fields to process the data and optimize memory usage. This stage was carried
out as follows:

1 Access to the dataset file that inclugesductreviews.

1 Dataset@recontainingalabel author, id, text_review, etc.

1 Selecting onlythe requiredoverall and review textfields from input

dataset.
91 Collecting the equal number of customer proelasiew records in each

class e.g.,skewness miedd

3.4.2. Preprocessingof review texts

The main goal of this stage is pveparereview textfields for extraction of
features. This stage wadslfilled by with applying datafeature selectionas
follows:
1 Removing punctuations andkenizing each single wordoy white
space
1 Removingstopwords (stopwords corpuswas takenfrom the NLTK
website[43]), such asa andthe Stop-words a andthe have often been
in use in any text, but not include specific information required to train
this data modelThe removal ofstopwords is not entirely necessary,
beause thegroductreviewsare short, andsing techniques such as-TF
IDF their influencecouldbereduced
1 Converting allcapital letters t@lower case.
1 Stemming and reducing inflectial forms tothe common base forrof
stemma. Tie Porter ssemmingalgorithm is applied46]. Stemming not
necessarily improwethe quality of the classifier, so itspactshouldbe

experimentally tested
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3.4.3. Bags of words

The n-gram method as aequence of written words of lengthis appled to

constructbags of word.

1 It splits a sentence into words and grauthem using apredefined
combination ofn-grams.Bags of wor@ (unigrams, bigramsrigrams
andthe combination are cretedfrom reviewtexts that have passéuke
previous stages, based on the selectgglam model.N-gramsare a
contiguous sequence ofitems(tokens)from a given sequence of text

1 Also, the application of combineah-grans is used and an exampleis

presated in Table 10 (an example ofn-gram compositionsbetter

chance enjoy good weatheFor i nst ance, t he
goodo can change senti ment al
i ndi vidual amd gbgonsd Ainot o

1 Instead of buildingh-grams from the sentencescontinuous text flow

is in use.This is because the task afclassifieris not to attemptto
understand the meaning of a sentence, it creates the inpilteto

classifier with allthe features(tokenized terms, and term group#)e

meani n

y t he

classifiercreatesa model that assigns the class as accurately as possible.

1 Applying partof-speech taggingevery term gets a tag whethers an

adjective noun, verbetc.

Tablel10. An example of agram compositios

Model Example ofn-grans

unigrams T p [better’, 'chance’, 'enjoy’, 'good’, 'weather]

bigrams T ¢ [better chance', 'cha nce enjoy', 'enjoy good',
'‘good weather']

trigrams T o [ 'better chance enjoy', ‘'chance enjoy good,’

‘enjoy good weather]

Combination oh-grams

unigrams 1 p [better, 'chance’, 'enjoy', 'good’, ‘weather’,

and 'better chance’, 'chance enjoy', 'enjoy good',

. A ' good weather]

bigrams | ¢

unigrams I p [better', ‘chance’, 'enjoy', 'good', ‘weather',
'better chance', 'chance enjoy', 'enjoy good',
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Model Example ofn-grans

and 'good weather', 'better chance enjoy', ‘chance
bigrams 1 ¢ enjoy good', 'enjoy good weather’]

and

trigrams T o

3.4.4. Construction of a feature vector

This stagewas accomplishedoy transformimg a bag ofwords intoa feature
vector as follows:

1 Encoding every single word into a narncal value These wordsare
importedto a specially createterm frequencyhashingor an inverse
document frequenchashingvectorizerwith the length of ¢ mn
which counts the frequency in the set and assigns a unique numerical
value to the classification stage.

1 The term frequencycountingidentifies how important a word is to a
review in a corpus, i.e. theey as a word and value as the number of
frequency in thagiven review setEachterm getsa unique frequency
parametrical value

1 In the case of word embelthg a skip-gram model is appliedo

Multilayer perceptron classifier

3.4.5. Text classification

This stagavasfulfilled as follows:

1 The proposed block diagram fdext classification has two main
sections. The first one contains an algorifiemfeature selection with-
grams, part of speech, tefrequencyetc. The second one evaluates
performance otheselected classification method.

i The block diagram athe algorithmfor text data classificatigrwhich is
basedon the previous descriptiomsillustratedin Fig. 30.

1  Dividing a datasetnto two groups roughly 9% for training and 10%
for testing @ta.
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Dividing dataset into two groups:
90% for training, 10% for testing

v

Partitioning dataset into 10 different and equa
sized subsets for crosalidation

2. Evaluation of 7
text _
classification Executing classification algorithm

algorithm v

Calculating classification performance

v

Saving the output daflassification
performance

/ Input: content otthe dataset file /

e P - .
1 1
1 Sekcting only required text fields from the inpyt !
' dataset :
1 1
! ¥ !
: Collecting the equal number of records in eagh :
1  class :
1

1
| v |
1 1
1 Tokenizing each single word by punctuation gr 1
! white space '
1 1
! 1.Feature v '
! selection Removing stopwords !
I and — s !
1 .
| extraction ] ] I
: algorithm Converting capital letters to lowercase :
! v |
1 1
1 Reducing inflectional forms to a common basp !
! form stemma '
1 1
! Y !
: Feature resampling with-grams, part of speech :
1 termfrequencyword embedding :
1

1
| v |
1 1
1 Constructing the feature vectar :
1 —
ittt ettt lesleslesloslesleslestonton yo oo -1
1
1
1
1
1
1
1
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1
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1
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1
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Fig. 30. Block diagram forevaluatingclassification including feature selection
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The n-fold crossvalidation methodis used It partitions data int&
different and equalkgized subsets. Lateevery subset is used in the
testing phase. The tesf subsets are combined for the training phase to
learnhow to classify Textual data training and testiage performed by

the selected classification method usirifold crossvalidation

Evaluation of text classification algorithm procedig@resetedbelow:

l

Executing classifiers:multinomial Naive Bayes, Random Forest,
Decision Tree, Support Vector Machimath a linear kernel andhe
Stochastic Gradient Descerdptimization algorithm[75], Logistic
Regressionwith a limited memoryused with theBroyden Fletcheii
Goldfarld Shanno optimization algorithm[76], and the Multilayer
Perceptronalgorithm

The classification methods were used mostly with their standard
hypeparameterg77] (Table 11) that are configured irthe Apache
Spark v1.6.2 MLlidibrary, except the number of features (3000), trees
(50) and depth (30) these were customized according to the size of the
data andimitations associated with the use of computing resources with
Random ForesfThe number ofeaturesas input (200), hidden layer 1

(20), hidden layer 2 (10), and output (5) tbe Multilayer perceptron

classifierwere in use.

Tablell Hyperparameter®f theused classification methods

ethods| LR SVM RF DR NB MP
Parame
Training data | RDD of RDD of RDD of RDD of RDD of RDD of

LabeledPoint | LabeledPoint | LabeledPoint| LabeledPoint| LabeledPoint| LabeledPoint

Dimension of | 2000 2000 2000 2000 2000 2000
the featues
(inputs)
Number of 5 5 5 5 5 5
classes
(outputy
Number of 100 100 100 100 100 100
iterations
Initial None None None None None None
weights
Smoothing 1,0
(lambda)
Stepsize - 1,0 0,03
Regularizer 0,01 0,01 -
paraneter
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ethods| LR SVM RF DR NB MP
Parame
Fraction of - 1,0 - - - -
data to be

used for each
SGD iteration

Type of il 20 fqil 20 f (- - - -
regularizer regularization | regularization

Boolean (for | False False - - - -
interception)

Number of 10 - - - - -
corrections

Convergence | 1e4 - - - - le6
tolerance of
iterations

Boolean (for | True True - - - -
validation)

Condition - 0,001 - - - -
that
determines
iteration
termination
(convergence

Number of - - 50 50 - -
trees

Maximum - - 30 30 - -
depth of the
tree

Number of - - sqrt - - -
features to
consider for
splits at each
node

Maximum - - 32 32 - -
number of
bins used for
splitting
features

Internal byer | - - - - - sigmoid
activation
function

Output layer | - - - - - softmax
activation
function

Block size - - - - - 128

Hidden layer | - - - - - 2

3.5. Evaluation of the classificationperformance

The average classification accuracy formula for test dagaresentedn the
section
1  The classification accurady calculatedoy the actualclassthatis equal
to the predctedclass divided according tadoy the total corpussize irto
test dataThe purpose of creating a model or classifier is not to classify

the training set, but to classify the data whose ctdswhich is not
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known. The datamustbe classified correcthhut oftenthere isno way
of to find out whether the modeacts like thatlf the nature of data
changes over time, for instance, if we are trying to detecfative
productreviews then we need to measuup the performance over
time. For example, in thease ofnegative produeteviews the rate of
negative produeteviews that were not classifiedas negative The
accuracydepend on the number afi-grans, partof-speectdatafeature
selection and the number of produeteview ®tsis presentedn the
sections ofChapter 4

1  The classification accuradg calculatedby actual labels that ardne
same ago the predicted label divided bthe total corpussize irto test
data. The selected average accuracy formulagfor multi-class
classification measurementis defined in formula (31). Other
measurements such Bsror rate, Precision, Recall andsEorearealso

formally defined in sectior2.4.

3.6. Conclusions of Chapter 3

The research methodologyy the field of machine learning with textualata
classificationby thecloud computing technologis presenteth this section.

1. Collected data statisticsepresentthe given datafeatures and a
modified vesion of the data workflow model carbe adjustedfor
classifying short text messages.

2. For a statistical measure ofpreparedclassification experiments, the
classification accuracyand additionalmeasuremest are selected to
examine how precise a muttlass classificaion assigns the class to the
number ofinstancesClassification accuracis mainly usecdas the main

control asadependedariablefor similar experimental analysis
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Chapter 4 Experimentation and Results

In this chapter, a comparisaf researchwith planning, experimentation, and
resultsis presentedThe comparison is based orc@mbination ofdatafeature
selection(n-gram, part ofspeech (inverse) term frequengyand classifiers
(Naive Bayes, Random Forest, Decision Tree, Support Vector Machine,
Logistic RegressigrMultilayer Perceptror) for multi-class text classification
that determinesa multi-class classification problenby measuring the

classification accuracgf two independentargescale produeteview datasets.

Support Vector Machingvith the linear kernel is very fast methodbut it

doesnat always give the best classification accuracy comparingupport
Vector Machinewith the nonlinearkernels.The taining process oSupport
Vector Machinewith the nonlinear kernels isdifficult to distribute, and
therefore, these methods are not yet implementéwiApache Sparknachine
learning library used in thisexperiment In Chapter 3 an already defined

methodology for dataintensive technolgies, multiclass classification

algorithms and natural languag®ocessing methodseapplied

4.1. Planning an experiment

The planningan experimenis basedon an evaluationof selected\aive Bayes,
Random ForestDecision Tree, Support Vector Machine, Istig Regression
and Multilayer Perceptronmethods for multclass text classificatiomcluding
datafeature selectiam-grams part ofspeech(inversg termfrequency word

embedding.

4.1.1. Formulating a hypothesisand selecing variables

The hypothesis andjuestionsusually assistin defining and planninghe
experimerdl analysis properlyThe questions anthsks,which have been
stated and formulatedat the beginning of the dissertationrequire
experimenting
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1 The hypothesisis: yes, a combination of data feature selection
(combination oin-grams)can increae the classification accuracy.

1 Based on this hypothesis, | predict thee ofa combinationof data
feature selectionvill result in the highestclassification accuracwith
the selected classificatiomethodsfor the given produeteview data in
comparison t@ baselineclassification methad

1 In a scientific experimentt is important tochoosesomeindependent
variables as the factor that wile change during the experimenthus
dependent variabt as the factor will changeedictably Let us define
the function'Q and the output variableé asa classification accuracy

formally:
o6 Q6 RoQ & o &idRi  Foh, (36)
whereindependenvariables ar@lefinedfor this experimenas follows:

7 Classification methods(0 ). Naive Bayes, Random Forest,
Decision Tree, Support Vector Machine, Logistic Regression,
Multilayer perceptron.

1 Data feature selectio (OQ w0 § in@rans, part of speech term
frequencyjnverse document frequenayord embedding

 Noise reduction( ): tokenization, ®p-words lowercasing,
termnormalization (stemminggtc.

1 Datases (O): classificaion experiments are performed on two
independent datasefd and B)and statistically measurextcording to

the classification accuracynd in addition withError rate, Precision,

Recall,F1 measurment.

This experimentis done in 4 experimentalcycles and each cycle the
independent variables,g, classification methodgnddatafeature selectiors
used so as defined Fable12. For the 2¢ 39 and &' experimentation cycles

only 3-4 bestperformedclassifcationmethodsareselected
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ariables 6 0Q&0 61 Qi o
Cycles
Baseline, 1. Term frequency Tokenization,
Naive Bayes, Random| (exceptMultilayer lowercasing
Forest, Decision Tree, | Perceptronwith stop-words,
18t Support Vector word2vec) stemming
Machine, Logistt 2. Unigrams Bigrams,
RegressionMultilayer | Trigrams
Perceptron 3. Combinations ofi-
grams
Naive Bayes, 1. Inverse document Tokenization,
Support Vector frequency lowercasing
2nd Machine, Logistt 2. Unigramsand stop-words,
Regression combinations ofi- stemming
grams
Naive Bayes, 1. Inverse document Tokenization,
Support Vector frequency(except lowercasing
Machine, Multilayer Perceptron | stop-words
3rd Logistic Regression with word2vect) stemming
Multilayer Perceptron | 2. Unigramsand
combinations oh-
grams
4. Part of speech taggin
Naive Bayes, 1. Inverse document Tokenization,
Support Vector frequency lowercasing
4th Machine, 2. Unigrans and w/o stop-words
Logistic Regression combinations of- removal
grams stemming

In the 4" experimental cycle, it was considered to kéeh-frequencywords
without applying the stopword removal functiorto performthe usefulness of
stopwords with the inverse document frequen@xperimentalj. As it is not
necessarily usefub removestopwords whenaninverse document frequency
data feature selectiaa in use Stopword removalwill deletesome wordghat

mightbevery relevant taheclass y c atask. o n

4.1.2. Controlling an experimentand collectingdata

In a scientific experimentit is important to definecontrol standarsl of
comparisorthat will treatall experiments the same way as
1 For this experiment the classification accuracys usedas the main
controlof adependat variable Also, in theexperimentsthe parameters

of Error rate, Precision, Recall, aR@-measuremenweremeasured.
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1 The comparison othe classification accuracy of multinomidlaive
BayesRandom ForesiDecision TreeSupport Vector Machingvith the
linear kernel andthe Stochastic Gradient Descent optimization
algorithm [75], and Logistic Regressionwith the limited memory
Broyden Fletcheii Goldfarti Shanno optimization algorithm [76],
Multilayer Perceptron classification methods related to the
classification accuracy, the number of produaeviews, anda
combination oin-grams respectivelyfor both datasets.

9 Datases are dividedinto two grous, roughly 9% in traning and 10%
in test dta.

1 The classification methodsere usedvith their default parameters that

are configured ithe ApacheSpark v1.6.2 MLIibibrary.

The experiment is conducted in the same manner to ensure that the collected
datameds the satisfy conditions for all compared experimental growgrsl
provide the same conditions for all test gost

9 Collections of equally distributed number of customer prodeciew
records in each clasgerein use

1 10-fold crossvalidationtechniquewas in usdo valdate theevaluation
of classification experiments, resylésd conclusions

1 Hardware and software environmgtéfined in sectior3.3 wasusel as
well.

1 The value of classification accuracynd othervalues of predefined
measirementsfor each of the test potsere calculatedat the end of
each experiment.

1 Details on the performance ofclassification accuracyand other
predefined measurements experimentsare presentedn charts and
tables.

1 Summarized resultare presentedin the following sectiord.3 of this

chapter.
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4.2. Analyzing results

The resultof the experiment are presented in ther charts, grapts, and tables
so hat they can be easily analyzed:

1 On the waxis (the horizontal axis)a combination of n-gram or
classification methodasanindependent variable is presented.

1 On the waxis (the vertical axis) the classification accuracy aas
dependent variable is presented. This isntlaén factor that is reasured
duringthe experimeral analysis.

9 In advanceError, Precision, Recaland A-measurementlassification

performance metricareused to measuiée classificationperformance

4.2.1. Comparing againsta baseline

Comparing the classification methodbee is a need to includa baseline
classifierwhich will show thatthe selected advanced classification methods
functionsignificantly better in comparison to the baselifilee basicmodel isa
chance baseline that assignelassificationlabelrandomly.If having a certain
category assigned to the produeview with a numerical ratingvalue of 6
686 whered (6 "Qwhereiis a class index)m is the total
number of classesd v and considered as a claghe equd number of
productreview records per each class is collected.ti&@gretically randomly
classifying each produceview instance as eitheror v, after performinghe
n-fold crossvalidation methogdin the endthe value of classification accuracy

will be around; 1 Pight just by chance of amyutof 5 classes.

4.2.2.Decision Tree

The PBtexperimental cycleterm frequencyand n-grams (unigrams, bigrams,
trigrams, combinations)

A more advanced classificah methodascompaedto thebaseline methods
Decisbn Tree The classification accuracy resulig. 31, Table 13) of

Decision Tree are presentedn this section. The results ofDecision Tree
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classification accuracy wet@e lowest (min in trigram: 24.10%, max umi,

bi, tri-gram 34.58%) as compared to the classifiers analyzed.
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Fig. 31. Classification accuracy @T in the P! experimental cycle

Table13. Average pedrmance measurements of Blthe F'experimental cycle

n-gram \ Accuracy Error Precision Recall F1
Dataset A
unigram 32,75 67,25 32,02 32,32 32,17
bigram 28,40 71,60 27,77 28,03 27,90
trigram 24,10 75,90 23,56 23,79 23,67
uni-/bigram 32,48 67,52 31,75 32,05 31,90
uni-/bi-/trigram 34,58 65,42 33,81 34,13 33,97
DataseB
unigram 31,73 68,27 32,44 32,75 32,60
bigram 27,45 72,55 28,07 28,34 28,20
trigram 23,65 76,35 24,18 24,41 24,30
uni-/bigram 31,56 68,44 32,27 32,58 32,42
uni-/bi-/trigram 32,95 67,05 33,70 34,01 33,85

More cyclesby the Decision Treeclassifier were nottested because the
existing results have shown that classifier is Manctioning very well
comparing to other method®ven though the results arenigher (min in
trigram: 4.10%max inuni, bi, trikgram 14.58% in comparison to the baseline

classifier
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4.2.3. Random Forest

The PFtexperimental cycle term frequencyandn-grams (unigrams, bigrams,
trigrams, combinations)

In this sectionexperimenthresults(Fig. 32, Table 14) of Random Foresare
presentedAs already described previouslRandom Forests basedon the
same idea aBecision Trege but contrarily Random Brestdoes notcreatea
large anl deep treeRandom Forestreates random feature subsets and builds

smaller trees inside itsaedind calculates the vae
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Fig. 32. Classification accuracy of RR the F'experimental cycle

The highest importance variable Random Foresbecomes the root node in
that tree The performance ofclassification accuracy oRandom Foresis
higher in comparison t®ecision Treeand the baseline classifierngin in

trigram:22,26%, max inuni, bi, trikgram 43.93%).

Table14. Average performance measurements ofifiRfRe F'experimental cycle
n-gram ‘ Accuracy ‘ Error ‘ Precision ‘ Recall F1
Dataset A
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n-gram Accuracy Error Precision Recall F1

unigram 43,53 56,47 42,56 42,96 42,76
bigram 33,75 66,25 33,00 33,31 33,16
trigram 23,47 76,53 22,95 23,16 23,06
uni-/bigram 43,58 56,42 42,61 43,01 42,81
uni-/bi-/trigram 43,93 56,07 42,95 43,35 43,15

DataseB

unigram 42,27 57,73 43,23 43,64 43,43
bigram 32,92 67,08 33,67 33,99 33,83
trigram 22,26 77,74 22,77 22,98 22,88
uni-/bigram 42 55 57,45 4351 43,92 43,72
uni-/bi-/trigram 42,74 57,26 43,71 44,12 43,92

Random Foresis one of the slowestlassifiersbecause the performance
decreases dramatically if higher parameters of ta@elsdepthare configured
higherthan 50and 30, respectivelylncreasing thse parametershe objective
should usually lead to an increasein the capacity of the classifier and
classification accuracy. Neverthelessprm experimentalcycles were not
experimentedbecauséhe existing results have shown tlthe Random Forest
classifier is notfunctioning very well compaed to other methodsThus this
method requires a lot ofesources of computing memory andithout
providing additional computing resources, #eriments usually takeuch

more time in comparison to other ddgation methods.

4.2.4. Nalve Bayes

The T'experimental cycleterm frequencyand n-grams (unigrams, bigrams,

trigrams, combinations)

The experimental resul(§ig. 33, Table15) have shown that thHaive Bayes
classification method for producgview datan the Ftexperimental cyclenly
with dataset Aachieveshe average of classification accuracyi 2% higher
than the Random Forestand Support Vector Machinanethod, butthe

difference isnot statistically significant.
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Fig. 33. Classification accuracy of NB the F'experimental cycle

Table15. Average rformance measurememSNB in the F'experimental cycle

n-gram Accuracy Error Precision ‘ Recall F1
DatasetA
unigram 44,01 55,99 43,03 43,43 43,19
bigram 34,82 65,18 34,04 34,36 34,17
trigram 24,66 75,34 24,11 24,34 24,20
uni-/bigram 44,78 55,22 43,78 44,19 43,95
uni-/bi-/trigram 45,22 54,78 44 21 44,63 44,38
DataseB
unigram 42,82 57,18 43,79 44,20 43,99
bigram 32,29 67,71 33,02 33,33 33,18
trigram 21,94 78,06 22,44 22,65 22,55
uni-/bigram 42,70 57,30 43,66 44,07 43,87
uni-/bi-/trigram 44,69 55,31 45,70 46,13 45,92

The 2"9 experimental cycle inverse document frequengyand n-grams

(unigrams anch combination of rgramg

The experimental resul{&ig. 34, Table16) have shown that thlaive Bayes
classification methodor productreview datain the 29 experimental cycle
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does not improve the classification accuracyn comparisonto the results

collectedin the F'experimental cycle.
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Fig. 34. Classification accuracy of NB the 29 expermental cycle

Table16. Average performance measurements ofifBe 29 experimental cycle

n-gram Accuracy Error Precision Recall F1
DatasetA

unigram 43,67 56,33 42,90 43,67 43,28

uni-/bigram 44,25 55,75 43,64 44,18