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Notation

N0 and N denote the sets of natural numbers, N0 = {0, 1, . . .} and N = {1, 2, . . .}.
Z denotes the set of integers, Z = {. . . ,−1, 0, 1, . . .}.
R denotes the set of real numbers.
[x] denotes the integer part of a real number x.
dxe denotes the ceiling of a real number x, i.e. the smallest integer not less than x.
Z denotes a standard normal random variable.
W denotes a standard Brownian motion.
⇒ denotes weak convergence. For a sequence of random variables (Xn)n∈N0 ,Xn ⇒ X0

means that Xn converges to X0 in distribution.
D[0, 1] denotes the space of càdlàg functions on [0, 1].
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Introduction

Let T > 0 and G := {G(t) : t ∈ [0, T ]} be a mean zero Gaussian stochastic process
defined on a probability space (Ω,F ,P) with an incremental standard deviation function
σG(s, t) := (E[G(t) − G(s)]2)1/2, s, t ∈ [0, T ]. Let (mn)n∈N be an increasing and
unbounded sequence of positive integers. For each integer n ∈ N, tni := iT/mn, i =

0, . . . ,mn, are equally spaced points of [0, T ] making its regular partition, and its mesh
∆n := T/mn = tni − tni−1 → 0 as n→∞. Given a function H : R→ R we define

Vn := V (G,H,mn) :=
mn∑
i=1

H

(
G(tni )−G(tni−1)

σG(tni , t
n
i−1)

)
, (1)

called the H-variation of G. When H(x) = |x|r, x ∈ R, for some r > 0, Vn is usually
called the r-th power variation of G. We denote it V (r)

n for distinction. Asymptotic
behaviour of Vn as n→∞ is the subject of this dissertation.

Suppose that for some real valued function ρ on [0, T ], σG(s, t) is close to the values
ρ(|t − s|) as t → s uniformly in s ∈ (0, T ]. The exact meaning of this assumption is
formulated by Definition 2 below describing the class LSI(ρ) of Gaussian processes
with a local variance ρ. Then one can consider a modified version of Vn, namely

Ṽn := Ṽ (G,H, ρ,mn) :=
mn∑
i=1

H

(
G(tni )−G(tni−1)

ρ(∆n)

)
, (2)

called the weighted H-variation of G. When H(x) = |x|r, x ∈ R, for some r > 0, Ṽn
will be called the weighted r-th power variation of G. As in the case of Vn we denote
this special case by Ṽ (r)

n .
If W is a standard Brownian motion on the time interval [0, 1], mn = 2−n for all

n ∈ N and r = 2, it has been known since Lévy [26] that, when properly normalized,
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Introduction

the second power variation (or the quadratic variation)

2−nV (W,H, 2n) =
2n∑
i=1

(
W (i2−n)−W ((i− 1)2−n)

)2
converges to 1 almost surely. This result is viewed as one of the most celebrated the-
orems of stochastic processes and it has been extended to many directions. An exten-
sion to a wide class of Gaussian processes has been given by G. Baxter [8] and E. G.
Gladyshev [20]. Gladyshev considered a normalized version of Ṽ (G,H, ρ,mn) with a
particular function ρ. Norvaiša [31] showed that Gladyshev’s results are inapplicable
to bifractional Brownian motion and subractional Brownian motion, which are recently
discovered generalizations of a fractional Brownian motion (see Chapter 4). Norvaiša
[31] extended Gladyshev’s theorem to a class of Gaussian processes that includes bifrac-
tional and subfractional Brownian motion.

R.M. Dudley [16] proved a generalized version of the Lévy’s result for noise pro-
cesses. Moreover, he considered irregular partitions and proved that in order for the
almost sure convergence to hold, the mesh of the partitions must go to 0 sufficiently
fast, i.e.

max
i=1,...,mn

tni − tni−1 = o(1/ log n), as n→∞.

Klein and Giné [18] studied a modified version of Ṽ (2)
n under hypotheses of [8] and [20]

and studied irregular partitions as in [16] obtaining the same necessary condition for
the mesh of the partitions. Following [18], Malukas [28] extended the results in [31]
for general partitions and proved a central limit theorem in his setting. Using the ideas
in Marcus and Rosen [30] and Shao [39], Norvaiša [32] further extended the almost
sure convergence in [28]. In the case of regular partitions he proved that for a Gaussian
process G from the class LSI(ρ) and under the hypotheses of Corollary 24 in [32] we
have

lim
n→∞

∆nṼ
(r)
n = E|Z|rT, almost surely.

Following the proof of Theorem 22 and Corollary 24 in [32] one could prove the same
almost sure limit for ∆nV

(r)
n as n→∞.

Throughout this dissertation all the random variables are defined on a complete prob-
ability space (Ω,F ,P) if not stated otherwise.
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For n ∈ N and i = 1, . . . , n denote

Xi,n :=
G(tni )−G(tni−1)

σG(tni , t
n
i−1)

. (3)

Then for all n ∈ N and i = 1, . . . , n, EXi,n = 0, EX2
i,n = 1 and

V (G,H, n) =
n∑
i=1

H(Xi,n).

Let H : R → R be a function such that EH(Z) = 0 and EH2(Z) < ∞. The minimal
m ≥ 0, such that EH(Z)Hm(Z) 6= 0, where Hm is the m-th Hermite polynomial
defined in (1.1), is called the Hermite rank of H (see [41], Definition 2.3). A classical
result by Breuer and Major [13] states the following:

Theorem (Breuer-Major). Let (Xi)i∈N be a centered stationary Gaussian family, with
stationary meaning that there exists a function ρ : Z→ R such that E(XiXj) = ρ(i−
j), i, j ∈ N. Assume further that ρ(0) = 1 andH : R→ R has Hermite rank d ∈ N (see
Section 1.2 for the definition of Hermite rank) and satisfiesEH(Z) = 0. Finally, assume
that

∑
i∈Z |ρ(i)|d < ∞. Then σ2 := var(H(Z)) + 2

∑∞
i=1 cov(H(X1), H(X1+i)) is

well-defined and finite. Moreover,

1√
n

n∑
i=1

H(Xi)⇒ σZ, as n→∞.

Arcones [3] proved a corresponding theorem in the multivariate case and Giraitis
and Surgailis [19] provided some continuous-time analogues of it. It is now usual for
any central limit result involving Hermite ranks and series of covariance coefficients to
be called a ”Breuer-Major Theorem”.

Guyon and León [21] proved a Breuer-Major theorem for n−1/2V (G,H, n) when G
is a stationary process with a regularly varying covariance function, under a hypothesis
relating the decay of the covariance function and the Hermite rank of H . Considering
power variations of Gaussian and Gaussian related continuous-time processes, func-
tional analogues of the Breuer-Major theorem in [21] were proved in [15], [6] and [7].
See, e.g., [34] and the references therein for some other variations and applications of
the Breuer-Major Theorem.

For a Gaussian process G from the class LSI(ρ), under the hypotheses of Theorem
2.1 of this dissertation we prove a Breuer-Major theorem for Ṽ (r)

n . More specifically, we

3
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show that

∆1/2
n

(
Ṽ (r)
n − EṼ (r)

n

)
⇒ λrZ, as n→∞, (4)

where the variance λ2r depends on r and on the asymptotic behaviour as n→∞ of sums
over k ≥ 1 of powers of fractions

ηn(k) := η(k,∆n) :=
[ρ((k + 1)∆n)]2 + [ρ((k − 1)∆n)]2 − 2[ρ(k∆n)]2

2[ρ(∆n)]2
(5)

(see (2.5) for the exact form of the varianceλ2r and Remark 2.3 following Theorem 2.1 for
more specific comments). The same weak limit holds for V (r)

n . Theorem 2.1 applies to
Gaussian stochastic processes G with stationary increments having a regularly varying
incremental varianceR(u) := E[G(s+u)−G(s)]2, u ≥ 0 (subsection 4.2) as well as to
subfractional Brownian motion (section 4.3) and bifractional Brownian motion (section
4.4).

For all n ≥ 1 define functions Y n : [0, 1]→ R+ with values

Y n
t (G,H) :=

1√
n

[nt]∑
i=1

[H (Xi,n)− EH(Z)] (6)

t ∈ [0, 1]. Under suitable hypotheses on G and H stated by Theorem 3.10 we also
proved that there exists a constant λG,H such that the weak convergence

Y n(G,H)⇒ λG,HW

holds in the spaceD[0, 1] equipped with the Skorokhod topology as n→∞. Moreover,
Theorem 3.10 applies to Gaussian processes G from the class LSI(ρ) as is shown in
Theorem 4.11. This is a direct generalization of the results in [15] and [6].

In 1956 Esséen [17] proved the celebrated Berry-Esséen theorem:

Theorem (Berry-Esséen). Let (Xi)i∈N be a sequence of independent and identically
distributed random variables with EX1 = 0, EX2

1 = 1 and E|X1|3 <∞. Define

Un :=
1√
n

n∑
i=1

Xi, n ∈ N.

4
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Then there exists a constant c ∈ R such that for all n ∈ N

sup
x∈R
|P(Un ≤ x)−P(Z ≤ x)| ≤ cn−1/2.

Let (Xi)i∈N be a centered Gaussian family, H : R → R, γ(n) → 0 as n → ∞ and
denote

Sn := γ(n)
n∑
i=1

H(Xi).

Suppose Sn ⇒ S, as n → ∞, and S is a normal random variable. In view of the
previous theorem, relations of the type

dG(Sn, S) := sup
g∈G
|Eg(Sn)− Eg(S)| ≤ ϕ(n), n ∈ N,

for a suitable class of test functions G and ϕ(n) → 0 as n → ∞, are called ”Berry-
Esséen (type) bounds”. By choosing particular classes G one obtains the Wasserstein,
Kolmogorov and total variation distances between random variables respectively, de-
noted by dW , dKol, dTV . Specifically, one has for random variables X and Y

dW (X, Y ) := sup

{
|Eg(X)− Eg(Y )| : sup

x6=y

g(x)− g(y)

x− y
≤ 1

}
, (7)

dKol(X, Y ) := sup
x∈R
|P(X ≤ x)−P(Y ≤ x)|, (8)

dTV (X, Y ) := sup
A∈B(R)

|P(X ∈ A)−P(Y ∈ A)|. (9)

Let D := {dW , dKol, dTV }.
Berry-Esséen type bounds for the quadratic variation of fractional, bifractional, sub-

fractional and weighted fractional Brownian motions have been obtained by Nourdin and
Peccati [33] and Biermé et. al [10], Aazizi and Es-Sebaiy [1], Tudor [42] and Shen et al.
[40] respectively. Nourdin et al. [34] considered H-variations of stationary Gaussian
fields and proved a Berry-Esséen bound in their setting.

In this dissertation we prove a Berry-Esséen type bound for Vn. In particular, as a
special case of Theorem 3.6 below and under its hypotheses we obtain for some c ∈ R,

5
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all n ≥ 1 and d ∈ D

d2

(
Vn − EVn√

var(Vn)
, Z

)
≤ c

[var(Vn))]2
max
1≤i≤n

n∑
j=1

r2n(i, j)
n∑

i,k,l=1

|rn(k, l)||rn(i, k)|,

where for all n ≥ 1 and (i, j) ∈ {1, . . . , n}2, rn(i, j) := EXi,nXj,n.
In the cases of bifractional and subfractional Brownian motions we prove in Corol-

laries 4.6 and 4.9 that the Berry-Esséen bounds for more general H-variations is of the
same order as for the quadratic variations or (more generally) the Hq-variations (for
some values of the parameters; see [33]). Thus we extend the results in [42] and [1] and
partially extend those in [33].

Apart from the independent interest in the problem of the limit behaviour of H-
variations of Gaussian processes, some applications to parameter estimation of specific
processes have been considered. Namely, a strongly consistent estimator of the covari-
ance function of the process has been constructed in [20]. Similar estimators were also
constructed in [24], [25], [28] among others. The estimator in [25] was given along with
the convergence rate to the real value of the parameter. As shown in [21], the central
limit theorem does not hold for fractional Brownian motion with the HurstH > 3/4. To
overcome this problem, generalized quadratic variations have been studied in [24], [14],
[9] and others. Another type of applications is that of the estimation of the integrated
volatility or the integrated variance in econometrics. For that the quadratic, power and
multi-power variations have been used in [2], [4], [5], [7] among others. See [38] for an
overview and some particular results on the topic.

The content presented in this thesis has been created and prepared by the author of
the thesis together with his co-authors. The results obtained in the dissertation are orig-
inal and all of them can be considered as new. The proofs of our theorems rely heavily
on some recent results in the context of Malliavin calculus, namely in [23] and [33]. See
Chapter 1 for these and related results. Chapter 2 contains the proof of our Breuer-Major
theorem. It is based on the paper [29] written by the author of the thesis together with R.
Norvaiša. In Chapter 3 we present the Berry-Esséen bound and a functional version of
the Breuer-Major theorem. These result are from the paper [27] written by the author of
the thesis and accepted for publication. In Chapter 4 we apply our theorems 2.1, 3.6 and
3.10 to particular Gaussian processes. Finally, in Chapter 5 we provide the conclusions.

6



Chapter 1

Background

1.1 Results from Malliavin calculus

Recent development of Malliavin analysis enabled to prove some convenient limit results
on the Wiener space. Namely, the so called "Fourth Moment Theorem" discovered by
Nualart and Peccati [36] which states that for a sequence of multiple stochastic integrals
of a fixed order the convergence in distribution to a standard normal random variable
is equivalent to convergence of the fourth moment. This result was extended for the
multidimensional case by Peccati and Tudor [37]. Later, combining Stein’s method and
Malliavin calculus quantitative bounds for the Fourth Moment Theorem were given in
[33]. Since then, these results have found many applications and this thesis is not an
exception.

In this section we briefly recall the notions and results from Malliavin calculus we
use to prove our theorems. A standard reference on Malliavin calculus is [35].

1.1.1 Wiener chaos decomposition and generalized multiple Wiener
integrals

Let H be a separable Hilbert space and a stochastic process X := {X(h) : h ∈ H} be
an isonormal Gaussian process over H meaning that X is a centered Gaussian family
indexed by the elements of H and satisfying

EX(h)X(g) = 〈h, g〉H,

for all h, g ∈ H.

7



1. Background

Let Hm, m ∈ N, denote the mth Hermite polynomial defined as

Hm(x) := (−1)me
x2

2
dm

dxm
e−

x2

2 , x ∈ R, (1.1)

and H0 ≡ 1.
For each m ∈ N, letHm be the closed linear subspace of L2(Ω,F ,P) generated by

the random variables {Hm(X(h)) : h ∈ H, ||h||H = 1}. The space Hm is called the
mth Wiener chaos. It is well-known, that the space L2(Ω, σ(X),P), where σ(X) is the
σ-algebra generated by X , can be decomposed into the infinite orthogonal sum of the
subspacesHm, m = 0, 1, . . . (e.g. Theorem 1.1.1 in [35]).

Given a separable Hilbert space H, for every m ≥ 2, let H⊗m and H�m be, respec-
tively, the mth tensor product and the mth symmetric tensor product of H. The inner
product 〈·, ·〉H⊗H on the tensor product H ⊗ H is related to the inner product 〈·, ·〉H by
the equality

〈g1 ⊗ h1, g2 ⊗ h2〉H⊗H = 〈g1, g2〉H〈h1, h2〉H (1.2)

For eachm ≥ 2 one can define the mapping Im from H�m toHm, called the abstract
multiple Wiener integral, such that

Im(h⊗m) = Hm(X(h)) (1.3)

for each h ∈ H with ||h||H = 1 (see [35], Chapter 1). For any f ∈ H�m (where H�m is
equipped with the norm

√
m!|| · ||H⊗m) Im satisfies

E(Im(f))2 = m!||f ||2H⊗m . (1.4)

Let Y ∈ L2(σ(X)) := L2(Ω, σ(X),P) satisfy

Y =
∞∑
m=0

Im(fm), (1.5)

where I0(f0) := EY and fm ∈ H�m for all m ≥ 2. For every m ≥ 1 let Jm be the
orthogonal projection operator on the mth Wiener chaosHm that is, JmY = Im(fm).

8



1.1. Results from Malliavin calculus

1.1.2 Contractions

We need to recall a contraction of elements of tensor products of Hilbert spaces. Let
{ek, k ≥ 1} be a complete orthonormal system in H. The collection {ei1 ⊗ · · · ⊗ ein :

i1, . . . , in ≥ 1} is an orthonormal basis of H⊗n.
Let 1 ≤ r ≤ q be integers. Suppose that elements f ∈ H⊗r and g ∈ H⊗q have

Fourier series expansions

f =
∞∑

j1,...,jr=1

a(j1, . . . , jr)ej1 ⊗ · · · ⊗ ejr ,

g =
∞∑

k1,...,kq=1

b(k1, . . . , kq)ek1 ⊗ · · · ⊗ ekq .

For every p = 1, . . . , r the contraction of order p of f and g is defined to be the element
of H⊗r+q−2p given by

f ⊗p g :=
∞∑

z1,...,zr+q−2p=1

∞∑
l1,...,lp=1

a(l1, . . . , lp, z1, . . . , zr−p)

× b(l1, . . . , lp, zr−p+1, . . . , zr+q−2p)ez1 ⊗ · · · ⊗ ezr+q−2p .

We apply this formula to the case when f = f1⊗. . .⊗fr ∈ H⊗r and g = g1⊗. . .⊗gq ∈
H⊗q. Using (1.2) the Fourier coefficients of f can be represented as

a(j1, . . . , jr) = 〈f1 ⊗ · · · ⊗ fr, ej1 ⊗ · · · ⊗ ejr〉H⊗r =
r∏
i=1

〈fi, eji〉H ,

and similarly the Fourier coefficients of g represented as b(k1, . . . , kq) =
∏q

i=1〈gi, eki〉H .
Due to the linearity of the tensor product we have the contraction

f ⊗p g =
∞∑

z1,...,zr+q−2p=1

∞∑
l1,...,lp=1

p∏
i=1

〈fi, eli〉H〈gi, eli〉H〈fp+1, ez1〉H . . . 〈fr, ezr−p〉H

× 〈gp+1, ezr−p+1〉H . . . 〈gq, ezr+q−2p〉Hez1 ⊗ · · · ⊗ ezr+q−2p

=

p∏
i=1

∞∑
li=1

〈fi, eli〈gi, eli〉H〉H
∞∑
z1=1

〈fp+1, ez1〉Hez1 ⊗ · · · ⊗
∞∑

zr−p=1

〈fr, ezr−p〉Hezr−p

⊗
∞∑

zr−p+1=1

〈gp+1, ezr−p+1〉Hezr−p+1 ⊗ · · · ⊗
∞∑

zr+q−2p=1

〈gq, ezr+q−2p〉Hezr+q−2p

9



1. Background

=

p∏
i=1

〈fi, gi〉Hfp+1 ⊗ · · · ⊗ fr ⊗ gp+1 ⊗ · · · ⊗ gq.

Finally, letm,M ∈ N and f⊗mi ∈ H⊗m, i = 1, . . . ,M . For each p ∈ {1, . . . ,m} taking
r = q = m − p in the preceding formulas the following contraction of order p has the
representation

M∑
i=1

f⊗mi ⊗p
M∑
j=1

f⊗mj =
M∑
i,j=1

f⊗mi ⊗p f⊗mj =
M∑
i,j=1

(〈fi, fj〉H)p f⊗m−pi ⊗ f⊗m−pj .

(1.6)

1.1.3 Operators D and L−1

LetC∞p (Rn) denote the class of infinitely differentiable functions f : Rn → R such that
f and its derivatives have polynomial growth and let S(X) ⊂ L2(σ(X)) be a class of
random variables of the type

Y = f(X(h1), . . . , X(hn)), (1.7)

where f ∈ C∞p (Rn) and hi ∈ H for all i = 1, . . . , n. Let Y ∈ S(X) be as in (1.7). The
(Malliavin) derivative DY of Y is defined to be the H-valued random element given by

DY :=
n∑
i=1

∂

∂xi
f(X(h1), . . . , X(hn))hi.

Definition 1. Let H1 and H2 be Hilbert spaces, and T : H1 → H2 be a linear operator,
defined on some subspace D(T ) ⊂ H1. T is said to be closable if, given an arbitrary
x ∈ H1 a limit point of D(T ), for all the approximating sequences {xn}n∈N ⊂ D(T ) of
x, such that Txn has a limit, such a limit is the same.

Proposition 1.1 (Proposition 1.2.1, [35]). The operator D : S(X) → L2(σ(X),H) is
closable.

The domain of the operator D in L2(σ(X)), usually denoted by D1,2, is the closure
of the class S(X) with respect to the norm

||Y ||1,2 :=
[
E(Y 2) + E

(
||DY ||2H

)]1/2
.

10



1.1. Results from Malliavin calculus

Proposition 1.2 (Proposition 1.2.2, [35]). A random variable Y ∈ L2(σ(X)) having
representation (1.5) belongs to D1,2 if and only if

∞∑
m=1

mm!||fm||2H⊗m <∞.

Note that Propositions 1.1 and 1.2 imply that a random variable Y ∈ D1,2 having
representation (1.5) has a Malliavin derivative

DY =
∞∑
m=0

DIm(fm). (1.8)

Let Y ∈ L2(Ω). The operator L is defined as

LY := −
∑
m=1

mJmY,

provided this series converges in L2(Ω), which is true, e.g., for all Y ∈ D1,2. Operator
L is the infinitesimal generator of the Ornstein-Uhlenbeck semigroup (see [35], Propo-
sition 1.4.2). For any Y ∈ L2(Ω), we define the pseudo-inverse operator of L as

L−1Y := −
∑
m=1

1

m
JmY.

One can check directly that for all Y ∈ L2(Ω), LL−1Y = Y − EY (see [34], p.13).
Assume that Y ∈ L2(σ(X)) having representation (1.5) satisfies EY = 0. Then

L−1Y =
∞∑
m=1

− 1

m
Im(fm). (1.9)

1.1.4 Central limit theorems

We present here a central limit theorem for a sequence of random variables which admit
a Wiener chaos representation used in the proof of Theorem 2.1. Theorem 3 and Remark
1 in [23] give

Theorem 1.3 (Y. Hu and D. Nualart). Let H be a real separable infinite-dimensional
Hilbert space and let Im : H�m → Hm, m ≥ 1, be the abstract multiple Wiener inte-
grals. Let (Fn)n≥1 be a sequence of square integrable and centered random variables

11



1. Background

with the Wiener chaos expansions

Fn =
∞∑
m=1

Im(fm,n).

for some fm,n ∈ H�m. Suppose that

(i) for all m ≥ 1 and n ≥ 1, m!||fm,n||2H⊗m ≤ δm, where
∑∞

m=1 δm <∞;

(ii) for every m ≥ 1, limn→∞m!||fm,n||2H⊗m = σ2
m;

(iii) for all m ≥ 2, p = 1, . . . ,m− 1, limn→∞ ||fm,n ⊗p fm,n||2H⊗2(m−p) = 0.

Then Fn converges in distribution as n → ∞ to a mean zero normal random variable
with the variance σ2 =

∑∞
m=1 σ

2
m.

Next result is Theorem 5 from [6] and is used in the proof of Theorem 3.10.

Theorem 1.4 (Barndorff-Nielsen et al.). Let Yn = (Y 1
n , . . . , Y

d
n ) be a d-dimensional

process which has a chaos representation

Y k
n =

∞∑
m=1

Im(fkm,n), k = 1, . . . , d,

with fkm,n ∈ H⊗m for all k and n. Suppose the following conditions hold:

(i) for any k = 1, . . . , d we have

lim
N→∞

lim sup
n→∞

∞∑
m=N+1

m!||fkm,n||2H⊗m = 0;

(ii) for any m ≥ 1 and k, l = 1, . . . , d we have constants Cm
kl such that

lim
n→∞

m!||fkm,n||2H⊗m = Cm
kk,

lim
n→∞

E[Im(fkm,n)Im(f lm,n)] = Cm
kl , k 6= l,

and the matrix Cm = (Cm
kl )1≤k,l≤d is positive definite for all m;

(iii)
∑∞

m=1C
m = C ∈ Rd×d;

12
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(iv) for any m ≥ 1, k = 1, . . . , d and p = 1, . . . ,m− 1

lim
n→∞

||fkm,n ⊗p fkm,n||2H⊗2(m−p) = 0.

Then we have

Yn ⇒ ξ, ξ ∼ Nd(0, C).

1.1.5 Nourdin-Peccati bound

Using Stein’s method and Malliavin calculus Nourdin and Peccati [33] proved the fol-
lowing theorem which plays a central role in the proof of Theorem 3.6.

Theorem 1.5 (Theorem 3.1, [33]). Let Y ∈ D1,2 be such that EY = 0 and d ∈ D. If
d 6= dW , assume also that the law of Y is absolutely continuous. Then

d(Y, Z) ≤ 2E
[
(1− 〈DY,DL−1Y 〉H)2

]1/2
.

1.2 Technical lemmas

A Gaussian vector (Z1, . . . , Zp), p ≥ 2, is said to be standard Gaussian if EZi = 0 and
EZ2

i = 1 for all i = 1, . . . , p.

Lemma 1.6 (Lemma 3.1, [41]). Let p ≥ 2 and suppose (Z1, . . . , Zp) is standard Gaus-
sian. Then

E|Hm1(Z1) . . . Hmp(Zp)| ≤
p∏
j=1

(p− 1)
mj
2

√
mj!.

Next lemma is similar to the part (i) of Proposition 3.1 in [41]. See Definition 3 for
the definition of the classes Fq.

Lemma 1.7. Let q ∈ N0, F ∈ Fq and denote am := EF (Z)Hm(Z), m ≥ 2. Let
(Z1, . . . , Z4) be standard Gaussian, (q1, . . . , q4) ∈ R4 be such that qi ≤ q for all i =

1, . . . , 4, and (u1, . . . , u4) ∈ {0, 1}4 for all i = 1, . . . , 4. Then

∞∑
m1,...,m4=2

∣∣∣∣am1 . . . am4m
q1
1 . . .m

q4
4

m1! . . .m4!
EHm1−u1(Z1) . . . Hm4−u4(Z4)

∣∣∣∣ <∞.
13



1. Background

Proof. By Lemma 1.6 and the fact that F ∈ Fq we have

∞∑
m1,...,m4=2

∣∣∣∣am1 . . . am4m
q1
1 . . .m

q4
4

m1! . . .m4!
EHm1−u1(Z1) . . . Hm4−u4(Z4)

∣∣∣∣
≤

4∏
j=1

∞∑
m=2

|am|mqj

m!
3
m−uj

2

√
(m− uj)! ≤

(
∞∑
m=2

|am|mq

√
m!

3
m
2

)4

<∞,

which ends the proof.

Let n ≥ 2 and X := (X1, . . . , Xn) be standard Gaussian with a covariance matrix
(r(i, j))1≤i,j≤n. Let 2 ≤ p ≤ n. To prove our theorems we will need a lemma for the
expression of the mixed moments EHm1(Xi1) . . . Hmp(Xip), (m1, . . . ,mp) ∈ I ⊂ Np,
(i1, . . . , ip) ∈ {1, . . . , n}p. We formulate the lemma using notation presented below
which will also be used in our proofs of the main results in Chapter 3.

Define a function q : I → R+ with values

q(m) :=
1

2

p∑
j=1

mj (1.10)

for m = (m1, . . . ,mp) ∈ I . For m ∈ I and i = (i1, . . . , ip) ∈ {1, . . . , n}p denote

E(m, i) := EHm1(Xi1) . . . Hmp(Xip). (1.11)

Denote 1 := (1, . . . , 1) ∈ Np. For an x = (x1, . . . , xp) ∈ Np let x! := x1! . . . xp!. Let Γ

be the gamma function. For m ∈ I denote

C(m) :=
m!

2q(m)Γ(q(m))
χ

{
max
i=1,...,p

mi ≤ q(m) and q(m) ∈ N
}
. (1.12)

Given anm ∈ I , a function τ : {1, . . . , 2q(m)} → {1, . . . , p} and any i = (i1, . . . , ip) ∈
{1, . . . , n}p define

R(τ, i) := r(iτ(1), iτ(2)) . . . r(iτ(2q(m)−1), iτ(2q(m))). (1.13)

Finally, for a finite set A, let |A| denote the number of its elements.

Lemma 1.8 (Lemma 3.2, [41]). Let n ≥ 2 and X := (X1, . . . , Xn) be standard
Gaussian with a covariance matrix (r(i, j))1≤i,j≤n. Let 2 ≤ p ≤ n, I ⊂ Np, m =

14
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(m1, . . . ,mp) ∈ I and i = (i1, . . . , ip) ∈ {1, . . . , n}p. Then

E(m, i) = C(m)
∑

τ∈T (m)

R(τ, i)

where T (m) is the collection of functions τ : {1, . . . , 2q(m)} → {1, . . . , p} such that

(i) τ(2v − 1) 6= τ(2v), v = 1, . . . , q(m);

(ii) |τ−1({j})| = mj, j = 1, . . . , p.

As a special case of Lemma 3 one obtains the well-known fact that for any standard
Gaussian vector (U, Y ) Hermite polynomials satisfy

EHn(U)Hm(Y ) = m!δnm(EUY )m, (1.14)

where δ is the Kronecker delta function.

1.3 Notation

LetG = {G(t) : t ∈ [0, T ]} be a mean zero Gaussian process. The covariance function
of G is a function ΓG : [0, T ]2 → R with values

ΓG(s, t) = EG(t)G(s), (s, t) ∈ [0, T ]2. (1.15)

Let π = {ti : i = 0, . . . ,m} be a partition of [0, T ], i.e. a set of numbers ti such
that 0 = t0 < t1 < · · · < tm = T . For a function F : [0, T ] → R, its increment
over the interval [ti−1, ti] is ∆π

ti
F := F (ti) − F (ti−1). For a two variable function

f : [0, T ]2 → R, its double increment over the rectangle [ti−1, ti]× [tj−1, tj] is

�πti,tjf := f(ti, tj)− f(ti, tj−1)− f(ti−1, tj) + f(ti−1, tj−1). (1.16)

In this dissertation only regular partitions of [0, T ] are considered. Namely, given an
increasing sequence of positive integers (mn)n∈N, for each n ∈ N, the regular partition
πn is defined by equally spaced points tni = iT/mn, i = 0, . . . ,mn, and so its mesh is
∆n := max{tni − tni−1 : i = 1, . . . ,mn} = T/mn. In this case we write ∆n

i F := ∆πn
ti F

and �ni,jf := �πntni ,tnj f .
For sequences (an)n∈N and (bn)n∈N we will say that anEbn if supn∈N |an|/|bn| <∞.

We will also say that an ∼ bn if limn→∞ an/bn = 1. The following relation will be

15



1. Background

useful

n∑
k=1

kα ∼

{
nα+1

α+1
E nα+1 if α > −1,

log n if α = −1,
(1.17)

as n→∞.
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Chapter 2

A central limit theorem

In this chapter we prove a central limit theorem for a weighted r-th power variation of a
Gaussian process having a local variance.

2.1 Formulation of the main result

The class of Gaussian processes considered in this chapter is defined as follows.

Definition 2. Let T > 0 and let R[0, T ] be a set of functions ρ : [0, T ]→ R+ such that
ρ(0) = 0, ρ is continuous at zero, and for each δ ∈ (0, T ),

0 < inf{ρ(u) : u ∈ [δ, T ]} ≤ sup{ρ(u) : u ∈ [δ, T ]} <∞. (2.1)

Let G = {G(t) : t ∈ [0, T ]} be a mean zero Gaussian stochastic process with the
incremental variance function σ2

G defined on [0, T ]2 := [0, T ]× [0, T ] with values

σ2
G(s, t) := E[G(t)−G(s)]2, (s, t) ∈ [0, T ]2.

We say that G has a local variance if there is a function ρ ∈ R[0, T ] such that (A1) and
(A2) hold, where

(A1) there is a finite constant L such that for all (s, t) ∈ [0, T ]2

σG(s, t) ≤ Lρ(|t− s|);

17



2. A central limit theorem

(A2) for each ε ∈ (0, T )

lim
δ↓0

sup
{∣∣∣σG(s, s+ h)

ρ(h)
− 1
∣∣∣ : s ∈ [ε, T ), h ∈ (0, δ ∧ (T − s)]

}
= 0. (2.2)

We say that G has locally stationary increments if G has a local variance with some
ρ ∈ R[0, T ] and we write G ∈ LSI(ρ).

Recall the notation in Section 1.3. We are now ready to formulate the main result of
this chapter.

Theorem 2.1. Let r > 0, let T > 0 and let G = {G(t) : t ∈ [0, T ]} ∈ LSI(ρ) with
some ρ ∈ R[0, T ]. Let (mn)n∈N be an increasing sequence of positive integers such that
∆n = T/mn → 0 as n→∞. Suppose that

(a) there is a constant C1 > 0 such that σG(s, t) ≥ C1ρ(|t − s|) for each (s, t) ∈
[0, T ]2;

(b) for every integer m ≥ 2 there is a real number Ψm such that the following limit
exists and the equality

lim
n→∞

yn∑
k=1

[
η(k,∆n)

]m
= Ψm (2.3)

holds for every increasing and unbounded sequence of positive integers (yn)n∈N

with values yn ≤ mn − 2 for each n ∈ N (the function η is defined by (5));

(c) for every integer m ≥ 2 the following limit exists and the equality

lim
n→∞

∆n

[ρ(∆n)]2m

mn∑
i,j=2

∣∣�ni,j[ΓG − 2−1ρ̃]
∣∣m = 0

holds, where ρ̃(s, t) := −[ρ(|t− s|)]2 for (s, t) ∈ [0, T ]2.

Then the central limit theorem

∆1/2
n

(
Ṽ (r)
n − EṼ (r)

n

)
=
√

∆n

mn∑
i=1

[(
|∆n

iG|
ρ(∆n)

)r

− E

(
|∆n

iG|
ρ(∆n)

)r]
⇒ λrZ, (2.4)
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2.1. Formulation of the main result

as n→∞, holds, where the variance

λ2r := T

∞∑
m=2

a2rmm!(1 + 2Ψm), (2.5)

here Ψm are defined by (2.3) and the coefficients arm are given by

am := arm := (m!)−1E[(|Z|r − E|Z|r)Hm(Z)], (2.6)

with Hm, m ≥ 2, being the Hermite polynomials (see (1.1)).

Remark 2.2. In the case r = 2 the variance (2.5) can be given a simpler form. Let
cr := E|Z|r for any r > 0. Note that Z2 − EZ2 = H2(Z) and c4 = 3. By (1.14), for
m ≥ 2

a2m =
1

2
E[H2(Z)Hm(Z)] =

1

2
(c4 − 1)δ2m = δ2m,

where δ is the Kronecker delta function. Therefore λ2 = 2T (1 + 2Ψ2).

Remark 2.3. We explain some notation to make sense of hypotheses (b) and (c) of the
preceding theorem. Using (1.16) one can check that

�ni,jΓG = E[∆n
iG∆n

jG] and
�ni,j ρ̃

2[ρ(∆n)]2
= η(|i− j|,∆n) (2.7)

for each i, j ∈ {1, . . . ,mn} and n ∈ N; here and elswhere η(0,∆n) := 1. For each such
i, j, n, letting

zn(i, j) :=
E[∆n

iG∆n
jG]

[ρ(∆n)]2
− η(|i− j|,∆n) =

�ni,j[ΓG − 2−1ρ̃]

[ρ(∆n)]2
(2.8)

it follows that

E[∆n
iG∆n

jG]

[ρ(∆n)]2
= η(|i− j|,∆n) + zn(i, j). (2.9)

Hypothesis (b) involves the first term of the right side of the preceding decomposition
and describes the variance (2.5) via the limits Ψm. Hypothesis (c) involves the second
term of the right side of the same decomposition and requires its negligibility. Hypothe-
sis (c) is trivially satisfied with ρ being the incremental variance of the Gaussian process
G when its increments are stationary.
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2. A central limit theorem

Remark 2.4. If G is a Gaussian process with possibly non-stationary increments then
the sum Ṽ

(r)
n may be different from the r-th power variation V (r)

n . Under the hypotheses
of Corollary 24 in [32], we have

V (r)
n → crT, almost surely.

Also, under the hypotheses of Theorem 2.1, the asymptotic relation

∆−1/2n

(
∆nV

(r)
n − crT

)
⇒ λrZ, as n→∞, (2.10)

holds, where the variance λ2r is defined by (2.5). The proofs in both cases are the same
as the proofs for the weighted r-th power variation sums Ṽ (r)

n .

Remark 2.5. The proof of Theorem 2.1 given in the next section can be used to prove
the asymptotic relation (2.10) for the general case of Vn. Let µ be a standard Gaussian
measure on R, and let H : R → R be a measurable function such that EH2(Z) < ∞
and H has Hermite rank k ≥ 2. Then H has the unique expansion

H =
∑
m≥k

aH,mHm,

with respect to Hermite polynomials Hm, m ∈ N. Here aH,m = (m!)−1E[(H(Z) −
EH(Z))Hm(Z)]. Thus, under the hypotheses of Theorem 2.1, we have

∆−1/2n (∆nVn − EH(Z)T )⇒ λHZ, as n→∞,

where the variance

λ2H = T

∞∑
m=k

a2H,mm!(1 + 2Ψm),

and Ψm are defined by (2.3). We do not know at this writing whether the central limit
theorem (2.4) extends similarly under the same hypotheses of Theorem 2.1 andH in the
general case of Ṽn.
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2.2. Proof of the main result

2.2 Proof of the main result

For each n ∈ N and i ∈ {1, . . . ,mn} letwi,n := (E(∆n
iG)2)1/2 and vi,n := wi,n/ρ(∆n).

By (A1) from Definition 2 and by the hypothesis (a), for some C2 > 0, all n ∈ N and
each i ∈ {1, . . . ,mn}, we have

C1 ≤ vi,n ≤ C2. (2.11)

By the definition of cr = E|Z|r, we have for each n ≥ 1

EVn = cr

mn∑
i=1

(
wi,n
ρ(∆n)

)r
= cr

mn∑
i=1

vri,n. (2.12)

For n ∈ N and i = 1, . . . ,mn denote hi,n := ∆n
iG/wi,n. We shall separate the first

term in the sum

∆1/2
n (Vn − EVn) = ∆1/2

n

mn∑
i=1

vri,n (|hi,n|r − cr)

= ∆1/2
n vr1,n (|h1,n|r − cr) + ∆1/2

n

mn∑
i=2

vri,n (|hi,n|r − cr) =: Rn + Yn.

By Chebyshev’s inequality, for any δ > 0, we have

P(|Rn| > δ) ≤ δ−2∆nv
2r
1,n

(
Eh2r1,n − 2crE|h1,n|r + c2r

)
= δ−2∆nv

2r
1,n(c2r − c2r).

Using (2.11), since ∆n → 0 as n → ∞, it follows that Rn = oP (1) as n → ∞. By
Slutsky’s lemma, it is enough to prove that

Yn ⇒ λrZ, as n→∞, (2.13)

where λ2r is given by (2.5).
Let H(x) := |x|r − cr for x ∈ R, and let µ be a standard Gaussian measure on R.

Since Hermite polynomialsHm form an orthogonal basis for the Hilbert space L2(R, µ)

and H ∈ L2(R, µ), we have the expansion

H =
∞∑
m=0

amHm =
∞∑
m=2

amHm, (2.14)
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2. A central limit theorem

where the second equality holds due to the fact

a0 = EH0(Z)H(Z) = E(|Z|r − cr) = 0,

a1 = EH1(Z)H(Z) = EZ(|Z|r − cr) = EZ|Z|r = 0,

i.e. H has Hermite rank greater than 1. Then each Yn has the corresponding expansion

Yn = ∆1/2
n

mn∑
i=2

vri,nH(hi,n) =
∞∑
m=2

(
am∆1/2

n

mn∑
i=2

vri,nHm(hi,n)

)
. (2.15)

To deal with this expansion we use notation and results concerning the Wiener chaos
decomposition and the abstract multiple Wiener integral Im described in Section 1.1.
Let H be the closure in L2 = L2(Ω,F ,P) of all finite linear combinations of elements
of {∆n

iG/wi,n, i = 1, . . . ,mn, n ∈ N}. Then H is a separable Hilbert space with the
inner product being the covariance of its elements, and so the identity map on H is an
isonormal Gaussian process. Let Im be the multiple Wiener integral on H�m and Jm be
the orthogonal projection operator onHm.

Since the L2-norm of hi,n is one, by (1.3) we have

Hm(hi,n) = Im(h⊗mi,n ). (2.16)

For each m ≥ 2 and n ≥ 1 let

fm,n := am∆1/2
n

mn∑
i=2

vri,nh
⊗m
i,n . (2.17)

Since Im is linear, by (2.15) and (2.16) we have the following Wiener chaos representa-
tion for Yn

Yn =
∞∑
m=2

Im(fm,n). (2.18)

By the fact that Im(f) ∈ Hm for any f ∈ H⊗m, (2.18) and (1.4) we have for all n ≥ 1

and m ≥ 2

m! ‖fm,n‖2H⊗m = E(JmYn)2. (2.19)

According to Theorem 1.3, by (2.19), in order to prove (2.13) one needs to check the
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2.2. Proof of the main result

following conditions:

(i) for every n ≥ 1 and m ≥ 1, E(JmYn)2 ≤ δm, where
∑∞

m=1 δm <∞;

(ii) for every m ≥ 1, there exists limn→∞E(JmYn)2 =: σ2
m;

(iii) for every m ≥ 2, p = 1, . . . ,m− 1,

lim
n→∞

||fm,n ⊗p fm,n||2H⊗2(m−p) = 0.

Orthogonality of the Hermite polynomials implies orthogonality of the Wiener chaoses
Hn and Hm for n 6= m. Therefore J1Yn = 0 for each n ≥ 1, and we need to prove
conditions 1. and 2. only for m ≥ 2. Provided these three conditions are satisfied,
Theorem 1.3 assures that (2.13) holds with

λ2r =
∞∑
m=2

σ2
m.

For n ≥ 1 and i, j ∈ {2, . . . ,mn}, let

rn(i, j) := E(hi,nhj,n). (2.20)

By Cauchy-Schwarz inequality, |rn(i, j)| ≤ 1 for all n ≥ 1 and i, j ∈ {2, . . . ,mn}.
Then for any m ≥ 2 ∣∣∣∣∣ ∑

2≤j<i≤mn

[rn(i, j)]m

∣∣∣∣∣ ≤ ∑
2≤j<i≤mn

[rn(i, j)]2. (2.21)

To prove (i), let m ≥ 2. By (2.15) we have

JmYn = am∆1/2
n

mn∑
i=2

vri,nHm(hi,n),

hence by (1.14), (2.11) and (2.21)

E(JmYn)2 = a2mm!∆n

mn∑
i,j=2

vri,nv
r
j,n[rn(i, j)]m

= a2mm!

(
∆n

mn∑
i=2

v2ri,n + 2∆n

∑
2≤j<i≤mn

vri,nv
r
j,n[rn(i, j)]m

)
(2.22)
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≤ a2mm!

(
C2r

2 T + 2∆n

∑
2≤j<i≤mn

vri,nv
r
j,n[rn(i, j)]2

)
. (2.23)

By (2.20) and (2.9), for each n ≥ 1 and i, j ∈ {2, . . . ,mn} we have the decomposition

rn(i, j) =
E(∆n

iG∆n
jG)

wi,nwj,n
=

1

vi,nvj,n

[
ηn(|i− j|) + zn(i, j)

]
, (2.24)

where ηn is defined by (5) and zn is defined by (2.8). We will prove that for each p ≥ 2,

lim
n→∞

∆n

∑
2≤j<i≤mn

vri,nv
r
j,n[rn(i, j)]p = lim

n→∞
∆n

∑
2≤j<i≤mn

ηn(i− j)p

(vi,nvj,n)p−r
= TΨp. (2.25)

By hypothesis (b), we have

lim
n→∞

mn−2∑
k=1

η2n(k) <∞. (2.26)

Then there exists an M > 0 such that

sup{|ηn(k)| : 1 ≤ k ≤ mn − 2, n ≥ 1} ≤M. (2.27)

Let Qn := {k ∈ {1, . . . ,mn − 2} : |ηn(k)| > 1}. We will show that there exists a
K > 0 such that

card(Qn) ≤ K for all n ≥ 1. (2.28)

Suppose it is not true. Then there exists a subsequence (Qni) such that card(Qni) > i

for each i, and so

mni−2∑
k=1

η2ni(k) ≥
∑
k∈Qni

η2ni(k) > i

for each i. This contradiction proves (2.28).
Let p ≥ 2, and let Qc

n := {1, . . . ,mn − 2}\Qn. By (2.27) and (2.28) we have

mn−2∑
k=1

|ηn(k)|p =
∑
k∈Qn

|ηn(k)|p +
∑
k∈Qcn

|ηn(k)|p ≤ KMp +
∑
k∈Qcn

η2n(k),
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2.2. Proof of the main result

and so by (2.26), it follows that

Ap := lim sup
n→∞

mn−2∑
k=1

|ηn(k)|p <∞. (2.29)

Let 0 < ε < 1/2 and let p ≥ 2. Let Q1n := [d(mn − 2)εe,mn − 2] ∩ Qn and
Qc

1n := [d(mn − 2)εe,mn − 2] ∩Qc
n. If p is odd, by hypothesis (b) with yn = mn − 2

and with yn = d(mn − 2)εe, we have

mn−2∑
k=d(mn−2)εe

|ηn(k)|p =
∑
k∈Q1n

|ηn(k)|p +
∑
k∈Qc1n

|ηn(k)|p

≤
mn−2∑

k=d(mn−2)εe

ηp+1
n (k) +

mn−2∑
k=d(mn−2)εe

η2n(k)→ 0

as n→∞. If p is even the same consequence follows from hypothesis (b) immediately.
Since ∆nmn = T , we have

∆n

mn−2∑
k=1

k|ηn(k)|p = ∆n

b(mn−2)εc∑
k=1

k|ηn(k)|p + ∆n

mn−2∑
k=d(mn−2)εe

k|ηn(k)|p

≤ εT
mn∑
k=1

|ηn(k)|p + T
mn−2∑

k=d(mn−2)εe

|ηn(k)|p.

for each n ≥ 1. Since ε is arbitrary, by (2.29) and hypothesis (b), we conclude that

lim
n→∞

∆n

mn−2∑
k=1

k|ηn(k)|p = 0. (2.30)

By hypothesis (b), (2.29) and (2.30) it follows that

lim sup
n→∞

∆n

mn∑
i,j=2

|ηn(|i− j|)|p = T + 2 lim sup
n→∞

∆n

∑
2≤j<i≤mn

|ηn(i− j)|p

= T + 2 lim sup
n→∞

∆n

mn−2∑
k=1

(
T

∆n

− 1− k
)
|ηn(k)|p

= T (1 + 2Ap) <∞ (2.31)

for each p ≥ 2.
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2. A central limit theorem

We prove next that

Sn := ∆n

mn∑
2≤j<i≤mn

ηn(i− j)p

(vi,nvj,n)p−r
→ TΨp as n→∞ (2.32)

for each p ≥ 2, which is the second equality in (2.25) above. Let p ≥ 2 and let ε > 0.
For each n ≥ 1, let Nn(ε) := dε/∆ne. By condition (A2) of Definition 2, we have

lim
n→∞

sup {|1− vi,n| : Nn(ε) ≤ i ≤ mn} = 0. (2.33)

For each n ≥ 1, we split the sum Sn into two parts as follows

S1n + S2n := ∆n

Nn(ε)−1∑
j=2

mn∑
i=j+1

+
∑

Nn(ε)≤j<i≤mn

 ηn(i− j)p

(vi,nvj,n)p−r
= Sn. (2.34)

Due to (2.11), for each n ≥ 1 we have

|S1n| ≤ ∆n

Nn(ε)−1∑
j=2

mn∑
i=j+1

|ηn(i− j)|p

(vi,nvj,n)p−r

≤ ∆nC
2r
2

C2p
1

ε

∆n

mn−2∑
k=1

|ηn(k)|p ≤ εC2r
2

C2p
1

mn∑
k=1

|ηn(k)|p.

Also for each n ≥ 1, we have

∣∣S2n−∆n

∑
Nn(ε)≤j<i≤mn

ηn(i−j)p
∣∣ ≤ max

Nn(ε)≤j<i≤mn

∣∣(vi,nvj,n)r−p−1
∣∣∆n

∑
2≤j<i≤mn

|ηn(i−j)|p

The right side of the preceding inequality approaches zero as n → ∞ by (2.31) and
(2.33). By (2.30) and hypothesis (b)

lim
n→∞

S2n = lim
n→∞

∆n

∑
Nn(ε)≤j<i≤mn

ηn(i− j)p

= lim
n→∞

∆n

mn−Nn(ε)−1∑
k=1

(mn −Nn(ε)− k)ηn(k)p = (T − ε)Ψp.

Let C := C−2p1 C2r
2 Ap. Then C <∞ by (2.29), and

(T − ε)Ψp − εC ≤ lim inf
n→∞

Sn ≤ lim sup
n→∞

Sn ≤ (T − ε)Ψp + εC.
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2.2. Proof of the main result

Since ε is arbitrary, we conclude that (2.32) holds.
Now we turn to the proof of the first equality in (2.25) above. Let p ≥ 2. By (2.24)

and using the binomial theorem we have

An : = ∆n

∑
2≤j<i≤mn

(vi,nvj,n)r [rn(i, j)]p

= ∆n

∑
2≤j<i≤mn

(vi,nvj,n)r
[
ηn(i− j) + zn(i, j)

vi,nvj,n

]p
= ∆n

∑
2≤j<i≤mn

p∑
l=0

(
p

l

)
ηn(i− j)lzn(i, j)p−l

(vi,nvj,n)p−r
(2.35)

for each n ∈ N. Due to hypothesis (c), (2.31) and Cauchy-Schwartz inequality for
double sums, for 1 ≤ p ≤ m and l = m− p we have

∆n

∑
2≤j<i≤mn

|ηn(i− j)|l|zn(i, j)|p

≤ ∆n

( ∑
2≤j<i≤mn

ηn(i− j)2l
) 1

2
(

mn∑
i,j=2

zn(i, j)2p

) 1
2

=

(
∆n

∑
2≤j<i≤mn

ηn(i− j)2l
) 1

2
(

∆n

mn∑
i,j=2

zn(i, j)2p

) 1
2

→ 0, (2.36)

as n→∞. Therefore by (2.36) and (2.11) we bound

∆n

∑
2≤j<i≤mn

|ηn(i− j)|l|zn(i, j)|p

(vi,nvj,n)m−r

≤ C2r
2 ∆n

C2m
1

∑
2≤j<i≤mn

|ηn(i− j)|l|zn(i, j)|p → 0, (2.37)

as n→∞. Then, by (2.35), (2.32) and (2.37), it follows that

lim
n→∞

An = lim
n→∞

∆n

∑
2≤j<i≤mn

ηn(i− j)p

(vi,nvj,n)p−r
= TΨp,

and so (2.25) holds true for each p ≥ 2.
By (2.23) and (2.25) with p = 2 we can bound

E(JmYn)2 ≤ a2mm!(Cr
2T + 2C) =: δm,
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2. A central limit theorem

where

C := sup
n

{
∆n

∑
2≤j<i≤mn

(vi,nvj,n)r [rn(i, j)]2

}
<∞.

Since
∑∞

m=2 a
2
mm! = EH(Z)2 <∞, we have that

∑∞
m=2 δm <∞.

For (ii), consider a function f : [0,∞) → R with values f(x) := xr − 1. By the
mean value theorem for any x ∈ R, x 6= 1, there exists a ξx between 1 and x such that

f(x) = rξr−1x (x− 1).

Let ε > 0 and Nn(ε) := dε/∆ne. By (2.33) we have that 1/2 < vi,n < 3/2

for all n large enough and i = Nn(ε), . . . ,mn. Then for all n large enough and i =

Nn(ε), . . . ,mn

|vrin − 1| = |f(vi,n)| ≤ R|vi,n − 1|,

with R := rmax{(1/2)r−1, (3/2)r−1}.
By (2.11) and (2.33) we have∣∣∣∣∣∆n

mn∑
i=2

vri,n − T + ∆n

∣∣∣∣∣ ≤ ∆n

Nn(ε)∑
i=2

(vri,n + 1) + ∆n

mn∑
i=Nn(ε)+1

|vri,n − 1|

≤ (1 + Cr
2)∆nNn(ε) + o(1)R∆n(mn −Nn(ε))

→ (1 + Cr
2)ε,

as n→∞. Since ε is arbitrary, we conclude that

lim
n→∞

∆n

mn∑
i=2

vri,n = T.

Combine this fact with (2.22) and (2.35) to get for all m ≥ 2

lim
n→∞

E(JmYn)2 = a2mm!T (1 + 2Ψm) .

Finally, to check (iii), let 1 ≤ p ≤ m− 1. Recall notation (2.17) of fm,n. Using the
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2.2. Proof of the main result

representation (1.6) of the contraction of order p we have

An := fm,n ⊗p fm,n = ∆na
2
m

(
mn∑
i=2

vri,nh
⊗m
i,n

)
⊗p

(
mn∑
j=2

vrj,nh
⊗m
j,n

)

= ∆na
2
m

mn∑
i,j=2

vri,nv
r
j,nr

p
n(i, j)

(
h
⊗(m−p)
i,n ⊗ h⊗(m−p)j,n

)
.

We have to prove that Bn → 0 as n→∞, where

Bn := ||An||2H⊗2(m−p) = 〈An, An〉H⊗2(m−p) (2.38)

= ∆2
na

4
m

mn∑
i,j,k,l=2

rpn(i, j)rpn(k, l)vri,nv
r
j,nv

r
k,nv

r
l,n

×
〈
h
⊗(m−p)
i,n ⊗ h⊗(m−p)j,n , h

⊗(m−p)
k,n ⊗ h⊗(m−p)l,n

〉
H⊗2(m−p)

.

Using the property (1.2) of the inner product on the tensor product of Hilbert spaces we
have

Bn = ∆2
na

4
m

mn∑
i,j,k,l=2

vri,nv
r
j,nv

r
k,nv

r
l,nr

p
n(i, j)rpn(k, l)rm−pn (i, k)rm−pn (j, l).

By (2.11) and (2.24), and by the binomial formula, we bound

C4m
1

C4r
2 a

4
m

Bn ≤ ∆2
n

mn∑
i,j,k,l=2

(|ηn(|i− j|)|+ |zn(i, j)|)p (|ηn(|k − l|)|+ |zn(k, l)|)p

× (|ηn(|i− k|)|+ |zn(i, k)|)m−p (|ηn(|j − l|)|+ |zn(j, l)|)m−p

= ∆2
n

p∑
s,t=0

m−p∑
u,v=0

(
p

s

)(
p

t

)(
m− p
u

)(
m− p
v

)
Dn(s, t, u, v),

where

Dn(s, t, u, v) :=
mn∑

i,j,k,l=2

|ηn(|i− j|)|p−s|zn(i, j)|s|ηn(|k − l|)|p−t|zn(k, l)|t

× |ηn(|i− k|)|m−p−u|zn(i, k)|u|ηn(|j − l|)|m−p−v|zn(j, l)|v.

Let s, t, u, v be such that s + t + u + v 6= 0 and let Dn := Dn(s, t, u, v). Then, by the
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2. A central limit theorem

Cauchy-Schwartz inequality, we can bound

Dn ≤

(
mn∑

i,j,k,l=2

[
ηn(|i− j|)p−szn(i, j)sηn(|k − l|)p−tzn(k, l)t

]2)1/2

×

(
mn∑

i,j,k,l=2

[
ηn(|i− k|)m−p−uzn(i, k)uηn(|j − l|)m−p−vzn(j, l)v

]2)1/2

=

(
mn∑
i,j=2

[
ηn(|i− j|)p−szn(i, j)s

]2 mn∑
k,l=2

[
ηn(|k − l|)p−tzn(k, l)t

]2)1/2

×

(
mn∑
i,k=2

[
ηn(|i− k|)m−p−uzn(i, k)u

]2 mn∑
j,l=2

[
ηn(|j − l|)m−p−vzn(j, l)v

]2)1/2

.

By the choice of s, t, u, v, (2.36) and (2.31) we conclude that ∆2
nDn → 0, as n → ∞,

and

C4m
1

C4r
2 a

4
m

Bn ≤ ∆2
n

mn∑
i,j,k,l=2

|ηn(|i− j|)|p|ηn(|k − l|)|p

× |ηn(|i− k|)|m−p|ηn(|j − l|)|m−p + o(1) =: En + o(1),

as n→∞. Change the summation variables as follows

k̃ := k − l, j̃ := j − l and ĩ := i− l.

Then

i− j = ĩ− j̃ and i− k = ĩ− k̃.

By Hölder’s inequality, we see that

En ≤ T∆n

mn−2∑
i,j,k=0

|ηn(|i− j|)|p|ηn(k)|p|ηn(|i− k|)|m−p|ηn(j)|m−p

≤ T

∆n

mn∑
i=0

(
mn∑
k=0

|ηn(|i− k|)|m−p|ηn(k)|p
)2
1/2

×

∆n

mn∑
i=0

(
mn∑
j=0

|ηn(|i− j|)|p|ηn(j)|m−p
)2
1/2

=: TUnWn.
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2.2. Proof of the main result

Let ε > 0 and let a, b ≥ 1. By the Cauchy-Schwartz inequality, hypothesis (b) and
by a change of summation variables k := |i− j| we have the following three bounds

U1n(a, b) := ∆n

[mnε]∑
i=0

(
mn∑
j=0

|ηn(|i− j|)|a|ηn(j)|b
)2

≤ ∆n

[mnε]∑
i=0

mn∑
j=0

ηn(|i− j|)2a
mn∑
j=0

ηn(j)2b

≤ 2∆n([mnε] + 1)
mn∑
j=0

ηn(j)2a
mn∑
j=0

ηn(j)2b → 2Tε(1 + Ψ2a)(1 + Ψ2b),

as n→∞,

U2n(a, b) := ∆n

mn∑
i=[mnε]+1

[mnε/2]∑
j=0

|ηn(|i− j|)|a|ηn(j)|b
2

≤ ∆n

mn∑
i=[mnε]+1

[mnε/2]∑
j=0

ηn(|i− j|)2a
[mnε/2]∑
j=0

ηn(j)2b

≤ ∆n(mn − [mnε])
mn∑

k=[mnε/2]

ηn(k)2a
[mnε/2]∑
j=0

ηn(j)2b → 0,

as n→∞, and

U3n(a, b) := ∆n

mn∑
i=[mnε]+1

 mn∑
j=[mnε/2]+1

|ηn(|i− j|)|a|ηn(j)|b
2

≤ ∆n

mn∑
i=[mnε]+1

mn∑
j=[mnε/2]+1

ηn(|i− j|)2a
mn∑

j=[mnε/2]+1

ηn(j)2b

≤ 2∆n(mn − [mnε])

mn−[mnε]−1∑
k=0

ηn(k)2a
mn∑

j=[mnε/2]+1

ηn(j)2b → 0,

as n→∞. Therefore

lim sup
n→∞

U2
n ≤ lim sup

n→∞
(U1n(m− p, p) + 2U2n(m− p, p) + 2U3n(m− p, p))

≤ 2Tε(1 + Ψ2a)(1 + Ψ2b),
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2. A central limit theorem

and, since ε is arbitrary, Un → 0 as n→∞. Analogously, one can show that Wn → 0

as n → ∞. We have proved that Bn → 0 as n → ∞, where Bn is defined by (2.38),
and so the third hypothesis of Theorem 1.3 holds. Theorem 1.3 yields (2.13) and the
proof of Theorem 2.1 is complete.
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Chapter 3

Berry-Esséen bound and a FCLT

Recall notation (3). For n ∈ N denote Xn := (Xi,n, i = 1, . . . , n). Then (Xn)n∈N

is a sequence of standard Gaussian vectors. In this chapter we prove two theorems for
general sequences of standard Gaussian vectors.

3.1 Class of functions H

We define the class of functions H we study. As in (1.1), Hm denotes the m-th Hermite
polynomial.

Definition 3. Let q ∈ N0. A function H : R→ R is said to belong to the class Fq if

(a) H is continuous and such that there exists a countable partition of R, {[aj, bj]}j≥1,
such that the restriction of H onto each [aj, bj] has a continuous inverse;

(b) EH2(Z) <∞, EH(Z)Z = 0 and

∞∑
m=0

|EH(Z)Hm(Z)|mq

√
m!

3
m
2 <∞.

Remark 3.1. Clearly, the inclusion F0 ⊃ F1 ⊃ . . . holds. By (b) of Definition 3 and
the fact that H0(x) = 1 and H1(x) = x for all x ∈ R, we have that all F ∈ F0, such
that EF (Z) = 0, have the Hermite rank greater than or equal to 2.

Example 3.2. Let H be any polynomial of degree k ∈ N satisfying EH(Z)Z = 0 and
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3. Berry-Esséen bound and a FCLT

p,m ∈ N be such that p ≤ k < m. Then repeated integration by parts leads to

√
2πEZpHm(Z) =

∫
R
xpHm(x)e−

x2

2 dx = (−1)m
∫
R
xp

dm

dxm
e−

x2

2 dx

= −xpHm−1(x)e−
x2

2

∣∣∞
−∞ + (−1)m+12p

∫
R
xp−1

dm−1

dxm−1
e−

x2

2 dx =

= . . . = (−1)m+pp!

∫
R

dm−p

dxm−p
e−

x2

2 dx

= (−1)m+pp!
√

2πEHm−p(Z) = 0.

It then follows that H belongs to Fq for all q ∈ N0. Thus all the Hermite polynomials
Hm, m ≥ 2, and their finite linear combinations belong to Fq for all q ∈ N0 as well.
Usually, a random variable H(Z) is assumed to be in a fixed Wiener chaos, but in this
chapter the random variable H(Z) can have an infinite Wiener chaos expansion.

Example 3.3. A function H(p) with values H(p)(x) := |x|p, p > 0, is a polynomial if
and only if p is an even integer. For a general p and anym ∈ N such thatm > p one has

√
2πE|Z|pHm(Z) = 2

∫ ∞
0

xpHm(x)e−
x2

2 dx = (−1)m2

∫ ∞
0

xp
dm

dxm
e−

x2

2 dx

= −2xpHm−1(x)e−
x2

2

∣∣∞
0

+ (−1)m+12p

∫ ∞
0

xp−1
dm−1

dxm−1
e−

x2

2 dx

= . . . =

= (−1)m+[p]2p(p− 1) · · · (p− [p] + 1)

∫ ∞
0

xp−[p]
dm−[p]

dxm−[p]
e−

x2

2 dx.

However, ifm is odd, E|Z|pHm(Z) = 0, sinceHm are odd functions for oddm. By the
previous formula, in the case of odd p we have

EH(p)(Z)Hm(Z) = − 1√
2π

2p!

∫ ∞
0

dm−p

dxm−p
e−

x2

2 dx = − 1√
2π

2p!Hm−p−1(x)e−
x2

2

∣∣∞
0

= (−1)
m
2

√
2

π
p!(m− p− 2)!!.

for allm > p. For n = 2k−1 with some k ∈ N one has by the Stirling’s approximation

n!! =
(2k)!

2kk!
∼
√

2

(
2k

e

)k
, as k →∞. (3.1)

Supposem = 2k and p = 2l+1 for some k, l ∈ N. Then by the Stirling’s approximation
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3.1. Class of functions H

and (3.1) we have

(m− p− 2)!!√
m!

3
m
2 ∼

√
2(2(k − l − 1))k−l−1ek

ek−l−1(4πk)1/4(2k)k
3k

=

√
2

(4π)1/4

(e
2

)l+1 (k − l − 1)k−l−13k

kk

as k → ∞, thus in this case H(p) does not belong to F0. The general case when p is a
non-integer positive real number remains an unsolved problem.

Example 3.4. A less trivial example is a function H with values H(x) := eax
2/2 with

0 < a < 1/3. It is argued in [41] that in this case

EH(Z)Hm(Z)√
m!

3
m
2 = O(m−

1
4λ

m
2 )

with some λ < 1 as m→∞, thus H ∈ Fq for all q ∈ N0.

Example 3.5. By the proof of Lemma 5.1 in [10] we have

cosx =
∞∑
m=0

(−1)m

(2m)!
√

e
H2m(x) and sinx =

∞∑
m=0

(−1)m

(2m+ 1)!
√

e
H2m+1(x)

for almost all x ∈ R. By (1.14) we thus conclude that for all m ∈ N

|E cos(Z)H2m(Z)| = 1/
√

e = |E sin(Z)H2m+1(Z)| and

E cos(Z)H2m+1(Z) = 0 = E sin(Z)H2m(Z).

Then for all q ∈ N0

∞∑
m=0

|E cos(Z)Hm(Z)|mq

√
m!

3m/2 =
∞∑
m=0

|E cos(Z)H2m(Z)|(2m)q√
(2m)!

3m

=
∞∑
m=0

(2m)q√
(2m)!e

3m <∞

and likewise for the sine, therefore both sine and cosine belong to Fq for all q ∈ N0.
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3. Berry-Esséen bound and a FCLT

3.2 Berry-Esséen bound

Let n ∈ N andX := (Xi, i = 1, . . . , n) be a standard Gaussian vector. Given a function
H : R→ R and a vector α := (α1, . . . , αn) ∈ Rn

+ we define

S(X,H, α) :=
n∑
i=1

αiH(Xi), (3.2)

called the weighted H-sum of X with weights α and

W (X,H, α) :=
S(X,H, α)− ES(X,H, α)√

var(S(X,H, α))
.

Theorem 3.6. Let (Xn)n∈N be a sequence of standard Gaussian vectors,Xn := (Xi,n, i =

1, . . . , n), n ∈ N, with covariance matrices (rn(i, j))1≤i,j≤n. Let H ∈ F1, d ∈ D and
(αn)n∈N be a sequence of vectors αn := (α1,n, . . . , αn,n) ∈ [β1, β2]

n, n ∈ N, where
0 < β1 ≤ β2 <∞. Then there exists a c ∈ R such that for all n ∈ N

d2 (W (Xn, H, αn), Z) ≤ c

[var(S(Xn, H, αn))]2
max
1≤i≤n

n∑
j=1

r2n(i, j)

×
n∑

i,k,l=1

|rn(k, l)||rn(i, k)|.

Remark 3.7. It might be surprising, that the bound is of the same order for all the metrics
inD. However, it is a consequence of the fact, that the random variables considered have
densities as shown in Lemma 3.13.

Remark 3.8. The more general case when Xn = (Xi,n, i = 1, . . . ,mn) for some
unbounded sequence (mn)n∈N can be treated identically.

Proof. Fix an n ∈ N and denote hi := Xi,n, wi := αi,n for all i = 1, . . . , n and
r(i, j) := rn(i, j) for all 1 ≤ i, j ≤ n. Let h := (h1, . . . , hn), w := (w1, . . . , wn),
σ2 := var(S(h,H,w)) and F (x) := H(x)− EH(Z), x ∈ R. Then

Y := W (h,H,w) =
1

σ

n∑
i=1

wiF (hi). (3.3)

Since H ∈ F1, we have F ∈ L2(R, µ), where µ is a standard Gaussian measure,
and F has Hermite rank greater or equal to 2 (see Remark 3.1), thus F can be expanded
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3.2. Berry-Esséen bound

in the base of Hermite polynomials as follows

F =
∞∑
m=2

am
m!
Hm, (3.4)

where

am := EF (Z)Hm(Z), m ≥ 2.

Let H be the closure in L2 = L2(Ω,F ,P) of all finite linear combinations of ele-
ments of (Xn)n∈N. Then H is a separable Hilbert space with the inner product being
the covariance of its elements, and so the identity map on H is an isonormal Gaussian
process. Let Im be the multiple Wiener integral on H�m and Jm be the orthogonal
projection operator onHm.

For all m ≥ 2 let

fm :=
1

σ

n∑
i=1

wi
am
m!
h⊗mi .

Then by (3.3), (3.4) and (1.3) we have the following Wiener chaos expansion for Y

Y =
1

σ

n∑
i=1

∞∑
m=2

wi
am
m!
Hm(hi) =

∞∑
m=2

Im(fm). (3.5)

By (1.4), (3.5) and (1.14)

m!||fm||2H⊗m = E (Im(fm))2 = E(JmY )2 =
1

σ2

n∑
i,j=1

wiwj
a2m
m!
rm(i, j).

By the fact that F ∈ F1 we have

∞∑
m=2

a2m
m!

<
∞∑
m=2

ma2m
m!

<
∞∑
m=2

ma2m
m!

3
m
2 <∞. (3.6)

Since |r(i, j)| ≤ 1 for all i, j ∈ {1, . . . , n} and by (3.6) we get

∞∑
m=2

mm!||fm||2H⊗m =
∞∑
m=2

ma2m
m!

n∑
i,j=1

wiwjr
m(i, j)
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3. Berry-Esséen bound and a FCLT

≤
n∑

i,j=1

wiwjr
2(i, j)

∞∑
m=2

ma2m
m!

<∞,

and by Proposition 1.2, Y ∈ D1,2.
By the definition of the derivative operator and (1.8) we have

DY =
1

σ

n∑
i=1

∞∑
m=2

wi
am

(m− 1)!
Hm−1(hi)hi. (3.7)

By the definition of the operator L−1 we have

L−1Y = − 1

σ

n∑
j=1

∞∑
m=2

wi
am
mm!

Hm(hj).

Then by (1.8)

DL−1Y = − 1

σ

n∑
j=1

∞∑
m=2

wi
am
m!
Hm−1(hj)hj. (3.8)

By Lemma 3.13, Y is absolutely continuous. Hence, by Theorem 1.5

d2(Y, Z) ≤ 2E
[
1−

〈
DY,−DL−1Y

〉
H

]2
. (3.9)

By (3.7) and (3.8) and since 〈hi, hj〉H = Ehihj = r(i, j) for all 1 ≤ i, j ≤ n, we have

e :=
〈
DY,−DL−1Y

〉
H

=
1

σ2

n∑
i,j=1

wiwjbicj〈hi, hj〉H

=
1

σ2

n∑
i,j=1

wiwjbicjr(i, j), (3.10)

where

bi :=
∞∑
m=2

am
(m− 1)!

Hm−1(hi) and cj :=
∞∑
m=2

am
m!
Hm−1(hj).

By (3.5), (3.6), (1.14) and the Fubini-Tonelli theorem we have

σ2 =
n∑

i,j=1

∞∑
m=2

wiwj
a2m
m!
rm(i, j) (3.11)
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3.2. Berry-Esséen bound

and

Ebicj =
∞∑
m=2

m
a2m

(m!)2
(m− 1)!rm−1(i, j) =

∞∑
m=2

a2m
m!
rm−1(i, j).

Therefore, by (3.10) we have

Ee =
1

σ2

n∑
i,j=1

∞∑
m=2

wiwj
a2m
m!
rm(i, j) = 1

and

E(1− e)2 = 1− 2Ee+ Ee2 = Ee2 − 1. (3.12)

Recall notation (1.10)-(1.13) applied to the vector (h1, . . . , hn), p = 4 and I :=

{2, 3, . . .}4. Then by Lemma 1.7 we have

Ebicjbkcl =
∑
m∈I

am1am2am3am4

(m1 − 1)!(m2)!(m3 − 1)!(m4)!
E(m− 1, (i, j, k, l)) <∞, (3.13)

and term by term integration in (3.13) is legitimate.
By Lemma 1.8 we have

E(m− 1, (i, j, k, l)) = C(m− 1)
∑

τ∈T (m−1)

R(τ, (i, j, k, l)). (3.14)

Let m ∈ I and τ ∈ T (m − 1). Note that R(τ, (i, j, k, l)) = rs(i, j)rt(k, l) for some
s, t ∈ N if and only if m1 = m2 and m3 = m4. Let

T1(m− 1) := {τ ∈ T (m− 1) : |{v : {τ(2v − 1), τ(2v)} = {1, 2}}| = m1 − 1

and |{v : {τ(2v − 1), τ(2v)} = {3, 4}}| = m3 − 1}.

Then

|T1(m− 1)| = 2q(m−1)q(m− 1)!

(m1 − 1)!(m3 − 1)!
.
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3. Berry-Esséen bound and a FCLT

Also, denote T2(m) := T (m)\T1(m). Then

∑
τ∈T1(m−1)

R(τ, (i, j, k, l)) =
2q(m−1)q(m− 1)!

(m1 − 1)!(m3 − 1)!

× rm1−1(i, j)rm3−1(k, l)δm1m2δm3m4 , (3.15)

where δ is the Kronecker delta function. For all m ∈ I and (i1, i2, i3, i4) ∈ {1, . . . , n}4

denote

a(m) :=
am1am2am3am4

(m1 − 1)!(m2)!(m3 − 1)!(m4)!
and wi1i2i3i4 := wi1wi2wi3wi4 .

By (3.11) we have

σ4 =
n∑

i,j,k,l=1

∞∑
m1,m2=2

wijkl
a2m1

(m1)!

a2m2

(m2)!
rm1(i, j)rm2(k, l). (3.16)

Then by (3.10), (3.11), (3.13), (3.14), (3.15) and (3.16)

Ee2 − 1 =
1

σ4

n∑
i,j,k,l=1

r(i, j)r(k, l)wijkl
∑
m∈I

a(m)E(m− 1, (i, j, k, l))− 1

=
1

σ4

n∑
i,j,k,l=1

wijklr(i, j)r(k, l)

∑
m∈I

a(m)C(m− 1)
∑

τ∈T2(m−1)

R(τ, (i, j, k, l))

+
∞∑

m1,m2=2

a2m1

(m1)!

a2m2

(m2)!
rm1−1(i, j)rm2−1(k, l)

]
− 1

=
1

σ4

n∑
i,j,k,l=1

wijklr(i, j)r(k, l)
∑
m∈I

a(m)C(m− 1)
∑

τ∈T2(m−1)

R(τ, (i, j, k, l))

≤ β4
2

σ4

n∑
i,j,k,l=1

|r(i, j)||r(k, l)|
∑
m∈I

|a(m)|C(m− 1)
∑

τ∈T2(m−1)

|R(τ, (i, j, k, l))|.

(3.17)

Note, that by Lemma 1.8

C(m− 1)
∑

τ∈T (m−1)

1 = EHm1−1(Z)Hm2−1(Z)Hm3−1(Z)Hm4−1(Z).

By Lemma 1.7 with d1 = d3 = 1, d2 = d4 = 0, u1 = . . . = u4 = 1 and Z1 = . . . =
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3.2. Berry-Esséen bound

Z4 = Z we can bound∑
m∈I

|a(m)|C(m− 1)
∑

τ∈T2(m−1)

1 ≤
∑
m∈I

|a(m)|C(m− 1)
∑

τ∈T (m−1)

1 <∞. (3.18)

For all m ∈ I and τ ∈ T (m− 1) denote

D(τ) :=
n∑

i,j,k,l=1

|r(i, j)||r(k, l)||R(τ, (i, j, k, l))|.

By the fact that for all m ∈ I , τ ∈ T (m − 1) and (i, j, k, l) ∈ {1, . . . , n}4 we have
|R(τ, (i, j, k, l))| ≤ 1 and (3.18) we can get the sum in (3.17) inside the series to get

Ee2 − 1 ≤ β4
2

σ4

∑
m∈I

|a(m)|C(m− 1)
∑

τ∈T2(m−1)

D(τ).

Let m ∈ I and τ ∈ T2(m − 1). Then by the definition of T2(m − 1) for some
v ∈ {1, . . . , q(m−1)}, {τ(2v− 1), τ(2v)} 6= {1, 2} and {τ(2v− 1), τ(2v)} 6= {3, 4}.
Due to symmetry we can assume that {τ(2v − 1), τ(2v)} = {1, 3}. Since m ∈ I ,
m2 ≥ 2. By Lemma 1.8 there are m2 − 1 ≥ 1 coordinates of τ equal to 2. Therefore
there exists a w ∈ {1, . . . , q(m − 1)} such that {τ(2w − 1), τ(2w)} = {2, s} for
some s ∈ {1, 3, 4}. Assume that s = 3, which is the most general case. Since for all
(i, j) ∈ {1, . . . , n}2, |r(i, j)| ≤ 1, we can estimate

|R(τ, (i, j, k, l))| ≤ |r(i, k)||r(j, k)|. (3.19)

Applying (3.19) and the inequality |ab| ≤ 1
2
(a2 + b2) we can bound

D(τ) ≤
n∑

i,j,k,l=1

|r(i, j)||r(k, l)||r(i, k)||r(j, k)|

≤ 1

2

n∑
i,k,l=1

|r(k, l)||r(i, k)|
n∑
j=1

(
r2(i, j) + r2(j, k)

)
≤ max

1≤i≤n

n∑
j=1

r2(i, j)
n∑

i,k,l=1

|r(k, l)||r(i, k)|. (3.20)
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3. Berry-Esséen bound and a FCLT

Hence, by (3.9), (3.12), (3.17), (3.18) and (3.20) we have

d2(Y, Z) ≤ c

σ4
max
1≤i≤n

n∑
j=1

r2(i, j)
n∑

i,k,l=1

|r(k, l)||r(i, k)|,

where

c := 2β4
2

∑
m∈I

|a(m)|C(m− 1)
∑

τ∈T2(m−1)

1,

and the theorem is proved.

3.3 Functional CLT

In this section we prove a functional CLT for the partial sum process related to the
sequence of H-variations of a Gaussian process. We prove an auxiliary lemma first.

Lemma 3.9. Let I be any set with four elements, and DI := {(i, i) : i ∈ I}. For every
symmetric function f : I2\DI → N0 such that for all i ∈ I∑

j∈I\{i}

f(i, j) ≥ 2, (3.21)

at least one of the following is true:

(a) there exist some distinct i, j, k, l in I such that f(i, j) ≥ 1 and f(k, l) ≥ 1;

(b) for some i ∈ I , f(i, j) ≥ 2 for all j ∈ I\{i}.

Proof. Without loss of generality we can assume that I = {1, 2, 3, 4}. By (3.21), with-
out loss of generality, we can assume f(1, 2) ≥ 1. If f(3, 4) ≥ 1, the statement holds.
Suppose f(3, 4) = 0. By (3.21), f(3, 1) ≥ 1 or f(3, 2) ≥ 1. Without loss of generality,
we can assume f(3, 1) ≥ 1. By (3.21) again, f(4, 1) ≥ 1 or f(4, 2) ≥ 1. If f(4, 2) ≥ 1,
the statement holds. Suppose f(4, 2) = 0 and f(4, 1) ≥ 1. Then, if f(3, 2) ≥ 1, the
statement holds. Suppose f(3, 2) = 0. Since f(2, 3) = 0 and f(2, 4) = 0, by (3.21),
f(2, 1) ≥ 2. Similarly, f(3, 1) ≥ 2 and f(4, 1) ≥ 2. The proof is finished.

Theorem 3.10. Let Xn := (Xi,n, i = 1, . . . , n), n ∈ N, be a sequence of standard
Gaussian vectors with covariance matrices (rn(i, j))1≤i,j≤n, n ∈ N, a functionH ∈ F0
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3.3. Functional CLT

and sequence of vectors αn := (α1,n, . . . , αn,n) ∈ [β1, β2]
n, where 0 < β1 ≤ β2 < ∞.

For all n ∈ N define functions Y n : [0, 1]→ R+ with values

Y n
t :=

1√
n

[nt]∑
i=1

αi,n[H(Xi,n)− EH(Z)], (3.22)

t ∈ [0, 1]. Suppose that

(a) there exist an M ∈ R such that

sup
n

{
max
1≤i≤n

n∑
j=1

r2n(i, j)

}
= M ; (3.23)

(b) for every m ≥ 2 there exists a real number Φm such that for all s, t ∈ [0, 1],
satisfying s < t, the following limit exists

lim
n→∞

1

n

[nt]∑
i,j=[ns]+1

αi,nαj,nr
m
n (i, j) = (t− s)Φm; (3.24)

(c) for all s, t, u, v ∈ [0, 1], such that s < t ≤ u < v, we have that the following limit
exists

lim
n→∞

1

n

[nv]∑
i=[nu]+1

[nt]∑
j=[ns]+1

r2n(i, j) = 0; (3.25)

(d) for every m ≥ 2, 1 ≤ p ≤ m− 1 and all s, t ∈ [0, 1], such that s < t, we have that
the following limit exists

lim
n→∞

1

n2

[nt]∑
i,j,k,l=[ns]+1

|rpn(i, j)rpn(k, l)rm−pn (i, k)rm−pn (j, l)| = 0. (3.26)

Then in the space D[0, 1] equipped with the Skorokhod topology it holds that

Y n ⇒ λW,
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3. Berry-Esséen bound and a FCLT

as n→∞, Y n is defined in (3.22) and

λ2 :=
∞∑
m=2

a2m
m!

Φm with am := EH(Z)Hm(Z), m ≥ 2. (3.27)

Remark 3.11. Hypotheses (b), (c), (d) correspond to the hypotheses (ii), (iii), (iv) of
Theorem 1.4. Hypothesis (b) determines the limiting variance λ2, through the limiting
variances of the increments of Y n. By hypothesis (c) the correlation of disjoint incre-
ments of Y n should vanish in the limit. The form of the limiting variance λ2 is standard
in the study ofH-variations and has been obtained in [13], [21], [15], [6] among others.

Proof. By Theorem 15.6 in [11] it is sufficient to show that for any s, t, u ∈ [0, 1] such
that s ≤ u ≤ t, there exists a constant C such that for all n ∈ N

E(Y n
u − Y n

s )2(Y n
t − Y n

u )2 ≤ C(t− s)2 (3.28)

and for any t1 < . . . < tk ∈ [0, 1] we have as n→∞(
Y n
t1
, Y n

t2
− Y n

t1
, . . . , Y n

tk
− Y n

tk−1

)
⇒ λ

(
Wt1 ,Wt2 −Wt1 , . . . ,Wtk −Wtk−1

)
. (3.29)

We start with (3.28). Fix an n ∈ N. Since H ∈ F0, its Hermite rank is greater or
equal to 2, and with am defined in (3.27) we have

H − EH(Z) =
∞∑
m=2

am
m!
Hm,

thus for all t ∈ [0, 1]

Y n
t =

1√
n

[nt]∑
i=1

αi,n

∞∑
m=2

am
m!
Hm(Xi,n). (3.30)

Let I := {2, 3, . . .}4 and define a function a : I → N with values

a(m) :=
am1am2am3am4

m1!m2!m3!m4!

for m ∈ I . Let s, t ∈ [0, 1] be such that s < t. Recall notation (1.10)-(1.13) applied
to the vector (X1,n, . . . , Xn,n), p = 4 and I = {2, 3, . . .}4. Then by Lemma 1.8, (1.11)
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and (1.12) we have

E(m, (i, j, k, l)) = C(m)
∑

τ∈T (m)

R(τ, (i, j, k, l)) (3.31)

for all m ∈ I and (i, j, k, l) ∈ {1, . . . , n}4. By Lemma 1.8

C(m)
∑

τ∈T (m)

1 = EHm1(Z)Hm2(Z)Hm3(Z)Hm4(Z). (3.32)

Since for allm ∈ I , τ ∈ T (m) and (i, j, k, l) ∈ {1, . . . , n}4 we have |R(τ, (i, j, k, l))| ≤
1, by (3.32) and Lemma 1.7 with d1 = . . . = d4 = u1 = . . . = u4 = 0 and
Z1 = . . . = Z4 = Z we can bound∑

m∈I

|a(m)|C(m)
∑

τ∈T (m)

|R(τ, (i, j, k, l))| ≤
∑
m∈I

|a(m)|C(m)
∑

τ∈T (m)

1 <∞. (3.33)

For all m ∈ I and τ ∈ T (m) denote

D(τ) :=
1

n2

[nt]∑
i,j,k,l=[ns]+1

|R(τ, (i, j, k, l))|.

Then by (3.22), (3.31) and (3.33) and the Tonelli-Fubini theorem we can change the
order of integration and then get a sum inside a series to obtain

E(Y n
t − Y n

s )4 =
1

n2

[nt]∑
i,j,k,l=[ns]+1

αi,nαj,nαk,nαl,n
∑
m∈I

a(m)C(m)
∑

τ∈T (m)

R(τ, (i, j, k, l))

≤ β4
2

∑
m∈I

|a(m)|C(m)
∑

τ∈T (m)

D(τ). (3.34)

Let m ∈ I and τ ∈ T (m). For x, y ∈ {1, 2, 3, 4}, x 6= y, define

fτ (x, y) :=

q(m)∑
v=1

χ {{x, y} = {τ(2v − 1), τ(2v)}} ,

that is, if, for example, x = 1 and y = 2, then fτ (x, y) is the power of rn(i, j) in
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3. Berry-Esséen bound and a FCLT

R(τ, (i, j, k, l)). By (ii) of Lemma 1.8 we have for all i ∈ {1, 2, 3, 4}∑
j∈{1,2,3,4}\{i}

fτ (i, j) ≥ 2, (3.35)

therefore by Lemma 3.9 at least one of the following is true:

1. (fτ (1, 2) ≥ 1 and fτ (3, 4) ≥ 1) or (fτ (1, 3) ≥ 1 and fτ (2, 4) ≥ 1) or (fτ (1, 4) ≥ 1

and fτ (2, 3) ≥ 1);

2. for some i ∈ {1, 2, 3, 4}, fτ (i, j) ≥ 2 for all j ∈ {1, 2, 3, 4}\{i}.

Consider case 1. Suppose fτ (1, 2) ≥ 1 and fτ (3, 4) ≥ 1 (the other two cases are
symmetric). By (3.35) we have the following possible cases:

(i) fτ (1, 2) ≥ 2 and fτ (3, 4) ≥ 2;

(ii) fτ (1, 2) ≥ 2 and fτ (3, u) ≥ 1 for some u ∈ {1, 2};

(iii) fτ (1, 2) = 1 and fτ (1, 3) ≥ 1 and fτ (4, u) ≥ 1 for some u ∈ {1, 2, 3};

(iv) fτ (1, 2) = 1 and fτ (1, 4) ≥ 1 and fτ (3, u) ≥ 1 for some u ∈ {1, 2, 4}.

Note that the cases (iii) and (iv) are symmetric. In case (i) we have that the power of
rn(i, j) and rn(k, l) in R(τ, (i, j, k, l)) is at least 2. Since |rn(i, j)| ≤ 1 for all i, j ∈
{[ns] + 1, . . . , [nt]} we can bound

|R(τ, (i, j, k, l))| ≤ r2n(i, j)r2n(k, l).

Therefore, by (3.23)

D(τ) ≤ 1

n2

[nt]∑
i,j,k,l=[ns]+1

r2n(i, j)r2n(k, l)

=
1

n2

 [nt]∑
i,j=[ns]+1

r2n(i, j)

2

≤M2

(
[nt]− [ns]

n

)2

. (3.36)

In case (ii) we bound (if fτ (3, 1) ≥ 1; the other case is symmetric)

|R(τ, (i, j, k, l))| ≤ r2n(i, j)|rn(k, l)rn(k, i)|.

46



3.3. Functional CLT

Then by the inequality |ab| ≤ 1
2
(a2 + b2) and (3.23) we have

D(τ) ≤ 1

n2

[nt]∑
i,j,k,l=[ns]+1

r2n(i, j)|rn(k, l)rn(k, i)|

≤ 1

2n2

[nt]∑
i,j,l=[ns]+1

r2n(i, j)

[nt]∑
k=[ns]+1

(
r2n(k, l) + r2n(k, i)

)
≤M2

(
[nt]− [ns]

n

)2

. (3.37)

Finally, in case (iii) we bound for some s ∈ {i, j, k}

|R(τ, (i, j, k, l))| ≤ |rn(i, j)rn(k, l)rn(i, k)rn(l, s)|

Again, by the inequality |ab| ≤ 1
2
(a2 + b2) and (3.23) we have

D(τ) ≤ 1

n2

[nt]∑
i,j,k,l=[ns]+1

|rn(i, j)rn(k, l)rn(i, k)rn(l, s)|

≤ 1

2n2

[nt]∑
i,j,k=[ns]+1

|rn(i, j)rn(i, k)|
[nt]∑

l=[ns]+1

(
r2n(k, l) + r2n(l, s)

)
≤ M

2n2

[nt]∑
j,k=[ns]+1

[nt]∑
i=[ns]+1

(
r2n(i, j) + r2n(i, k)

)
≤M2

(
[nt]− [ns]

n

)2

. (3.38)

If, on the other hand, case 2. happens, then without loss of generality we can assume,
that fτ (1, j) ≥ 2 for all j ∈ {2, 3, 4}. Then

|R(τ, (i, j, k, l))| ≤ r2n(i, j)r2n(i, k)

and by (3.23)

D(τ) ≤ 1

n2

[nt]∑
i,j,k,l=[ns]+1

r2n(i, j)r2n(i, k) ≤ 1

n2

[nt]∑
i,j,l=[ns]+1

r2n(i, j)

[nt]∑
k=[ns]+1

r2n(i, k)

≤M2

(
[nt]− [ns]

n

)2

. (3.39)
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By (3.34), (3.36), (3.37), (3.38), (3.39) and (3.33) we bound

E(Y n
t − Y n

s )4 ≤ C

(
[nt]− [ns]

n

)2

, (3.40)

where

C := β4
2M

2
∑
m∈I

|a(m)|C(m)
∑

τ∈T (m)

1.

By the Cauchy-Schwartz inequality, for any t1 ≤ t ≤ t2, (3.40) gives

E(Y n
t2
− Y n

t )2(Y n
t − Y n

t1
)2 ≤ C

(
[nt2]− [nt]

n

)(
[nt]− [nt1]

n

)
≤ C(t2 − t1)2.

Let us show (3.29). Let 0 = t0 < t1 < . . . < tu ∈ [0, 1] and denote Zn
v :=

Y n
tv − Y n

tv−1
, n ∈ N, v = 1, . . . , u. Let H be the closure in L2 = L2(Ω,F ,P) of all

finite linear combinations of {Zn
i , i = 1 . . . , u, n ∈ N}. Then H is a separable Hilbert

space with the inner product being the covariance of its elements, and so the identity
map on H is an isonormal Gaussian process. Let Im be the multiple Wiener integral on
H�m and Jm be the orthogonal projection operator onHm.

For all m ≥ 2, n ∈ N, v = 1, . . . , u let

f vm,n :=
1√
n

[ntv ]∑
i=[ntv−1]+1

αi,n
am
m!
X⊗mi,n

By (3.30) and (1.3) we have for all n ∈ N, v = 1, . . . , u

Zn
v =

1√
n

[ntv ]∑
i=[ntv−1]+1

αi,n

∞∑
m=2

am
m!
Hm(Xi,n) =

∞∑
m=2

Im(f vm,n),

and we want to apply Theorem 1.4. For that we need to check its hypotheses (i)− (iv).
By (1.4) for (i)− (iii) it is sufficient that for all m ≥ 2, v = 1, . . . , u and n ∈ N there
exist sequences (δm)m≥2 and (σ2

m)m≥2 such that

E(JmZ
n
v )2 ≤ δm and lim

n→∞
E(JmZ

n
v )2 = σ2

m
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with
∑

m≥2 δm <∞, and for all q, v = 1, . . . , u such that q 6= v

lim
n→∞

EJmZ
n
v JmZ

n
q = 0.

Let v ∈ {1, . . . , u} and m ≥ 2. Then

E(JmZ
n
v )2 =

1

n

[ntv ]∑
i,j=[ntv−1]+1

αi,nαj,n
a2m
m!
rmn (i, j).

Since |rn(i, j)| ≤ 1, by (3.24) for all n large enough and i, j ∈ {1, . . . , n}we can bound

E(JmZ
n
v )2 ≤ a2m

m!

1

n

[ntv ]∑
i,j=[ntv−1]+1

αi,nαj,nr
2
n(i, j) ≤ a2m

m!
(tv − tv−1)(Φ2 + 1) =: δm.

Since H ∈ F0 we have
∑

m≥2 δm <∞. By (3.24) we also have

lim
n→∞

E(JmZ
n
v )2 = (tv − tv−1)

a2m
m!

Φm.

Let m ≥ 2 and q, v = 1, . . . , u be such that q 6= v. Then by (3.25)

EJmZ
n
v JmZ

n
q =

a2m
m!

1

n

[ntv ]∑
i=[ntv−1]+1

[ntq ]∑
j=[ntq−1]+1

αi,nαj,nr
m
n (i, j)

≤ a2mβ
2
2

m!

1

n

[ntv ]∑
i=[ntv−1]+1

[ntq ]∑
j=[ntq−1]+1

r2n(i, j)→ 0,

as n→∞. Finally, for the hypothesis (iv) by (1.6) we have

f vm,n ⊗p f vm,n =
am
m!

1

n

[ntv ]∑
i,j=[ntv−1]+1

αi,nαj,nr
p
n(i, j)X

⊗(m−p)
i,n ⊗X⊗(m−p)j,n

and by (1.2) and (3.26)

||f vm,n ⊗p f vm,n||2H⊗m = 〈f vm,n ⊗p f vm,n, f vm,n ⊗p f vm,n〉H⊗2(2m−p)

=
a2m

(m!)2
1

n2

[ntv ]∑
i,j,k,l=[ntv−1]+1

αi,nαj,nαk,nαl,n

× rpn(i, j)rpn(k, l)rm−pn (i, k)rm−pn (j, l)
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3. Berry-Esséen bound and a FCLT

≤ a2mβ
4
2

(m!)2
1

n2

[ntv ]∑
i,j,k,l=[ntv−1]+1

|rpn(i, j)rpn(k, l)rm−pn (i, k)rm−pn (j, l)|,

which converges to 0 as n→∞. By Theorem 1.4 we conclude that

(Zn
1 , . . . , Z

n
u )⇒ ξ, ξ ∼ Nu(0, λ

2 diag(t1, t2 − t1, . . . , tu − tu−1))

where λ is defined in (3.27), thus we have proved (3.29) and our theorem.

3.4 Appendix

We present here a proof that the random variable Y in the proof of Theorem 3.6 is
absolutely continuous. We prove an auxiliary lemma first.

Lemma 3.12. Let A ⊂ R have Lebesgue measure zero, n ∈ N, D ⊂ Rn×A be closed
and g : D → R be a continuous function. Then

S := {(z, g(z, c)) : (z, c) ∈ D}

also has Lebesgue measure zero.

Proof. Let N ∈ N and denote IN := [−N,N ]. Let ε > 0. Then for some k ∈ N there
exist {ai, bi}ki=1 ⊂ R such that

A ∩ IN ⊂
k⋃
i=1

[ai, bi], and 0 < bi − ai < ε/k, i = 1, . . . , k, (3.41)

where the intervals (ai, bi) are pairwise disjoint.
Since g is continuous, it is uniformly continuous on

(
InN ×

⋃k
i=1[ai, bi]

)
∩D =: DN .

Let η > 0 and δ > 0 be such that |g(x)− g(y)| < η holds whenever x, y ∈ DN satisfy
||x− y||2 < δ.

Let (Bj)
J
j=1 be a regular partition of InN into hypercubes such that their interiors

are pairwise disjoint and let (Cl)
L
l=1 be a regular partition of

⋃k
i=1[ai, bi] such that their

interiors are pairwise disjoint and for all j = 1, . . . , J and l = 1, . . . , L

||x− y||2 < δ for all x, y ∈ Bj × Cl.
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3.4. Appendix

By (3.41) we have that for some constant R ∈ R

L = (ε/δ)R. (3.42)

For all j = 1, . . . , J and l = 1, . . . , L let bjl be any element of (Bj × Cl) ∩ DN .
Then for all j = 1, . . . , J and l = 1, . . . , L

g(z, c) ∈ [g(bjl)− η, g(bjl) + η], (3.43)

for all (z, c) ∈ (Bj × Cl) ∩DN .
We will show that the set

SN := {(z, g(z, c)) : z ∈ InN , c ∈ A ∩ IN , (z, c) ∈ D}

has Lebesgue measure zero. By (3.41) and (3.43) we have

SN ⊂ {(z, g(z, c)) : (z, c) ∈ DN}

=
J⋃
j=1

L⋃
l=1

{(z, g(z, c)) : (z, c) ∈ DN ∩ (Bj × Cl)}

⊂
J⋃
j=1

L⋃
l=1

Bj × [g(bjl)− η, g(bjl) + η].

Therefore, due to the fact that (Bj) are pairwise disjoint and by (3.42) we can bound

λn+1(SN) ≤
J∑
j=1

L∑
l=1

λn+1(Bj × [g(bjl)− η, g(bjl) + η])

=
J∑
j=1

λn(Bj)
L∑
l=1

λ([g(bjl)− η, g(bjl) + η])

= 2ηL(2N)n = 2ηδ−1R(2N)nε,

whereλd is the Lebesgue measure onRd. Since ε is arbitrary, we conclude thatλn+1(SN) =

0 for all N ∈ N. Since S =
⋃
n∈N SN , λn+1(S) = 0.

Lemma 3.13. Let G := (Xi, i = 1, . . . , n) be a Gaussian vector, a function H ∈ F0

and α := (α1, . . . , αn) ∈ Rn
+. Then S(G,H, α) defined in (3.2) has a density.

Proof. Let A ⊂ R+ have Lebesgue measure zero and f : Rn → R+ be a function with
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3. Berry-Esséen bound and a FCLT

values

f(x1, . . . , xn) =
n∑
i=1

αiH(xi), (x1, . . . , xn) ∈ Rn.

Then S(G,H, α) = f(G). Let {[aj, bj]}j≥1 be the partition from Definition 2 for the
function H . For j ≥ 1 let H(j) be the restriction of H onto [aj, bj] and denote

Dj :=

{
(z, c) ∈ Rn−1 × A : ∃x ∈ [aj, bj] : αnH

(j)(x) = c−
n−1∑
i=1

αiH(zi)

}
.

Then Dj is closed for all j ≥ 1. Let J := {j ≥ 1 : Dj 6= ∅} and for all j ∈ J define
functions gj : Dj → R with values

gj(z, c) := (H(j))−1

(
α−1n

(
c−

n−1∑
i=1

αiH(zi)

))
,

(z, c) ∈ Dj . Then

f−1(A) = {x ∈ Rn : f(x) = c for some c ∈ A} =
⋃
j∈J

{(z, gj(z, c)) : (z, c) ∈ Dj} .

Since for all j ∈ J , gj is continuous on Dj , by Lemma 3.12, f−1(A) has Lebesgue
measure zero and therefore

P(S(G,H, α) ∈ A) = P(f(G) ∈ A) = P(G ∈ f−1(A)) = 0.

Then by the Radon-Nikodym theorem S(G,H, α) has a density.
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Chapter 4

Applications

In this section we apply Theorems 2.1, 3.6 and 3.10 to several Gaussian processes.

4.1 Fractional Brownian motion

A fractional Brownian motion BH := {BH(t), t ∈ [0, T ]} with the Hurst index H ∈
(0, 1) is a mean zero Gaussian stochastic process with the covariance function

FH(s, t) := ΓBH (s, t) =
1

2

(
t2H + s2H − |t− s|2H

)
for (s, t) ∈ [0, T ]2. Its incremental variance function is given by

σ2
BH

(s, t) = |s− t|2H , (s, t) ∈ [0, T ]2. (4.1)

By Proposition 15 in [31], BH ∈ LSI(ρH) with ρH(u) = uH = σBH (s+ u, s), u ≥ 0.
In the case ρ = ρH , the function η with values (5) is equal to the function ηH given by

ηH(k) := 2−1
[
(k + 1)2H + (k − 1)2H − 2k2H

]
= η(k,∆) (4.2)

for each k ≥ 1 and ∆ > 0. Let ηH(0) := 1. Then ηH(k) = ηH(−k) for all k ∈ Z and
ηH behaves asymptotically as

ηH(k) ∼ H(2H − 1)|k|2H−2, |k| → ∞. (4.3)
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Let r > 0 and H(x) := |x|r, x ∈ R. For each n ∈ N we have

V (BH , H,mn) = Ṽ (BH , H, ρH ,mn)

for any increasing sequence (mn) of positive integers (cf. (1) and (2)).
The following statement is known (see e.g. [13]). We prove it as a consequence of

Theorem 2.1.

Corollary 4.1. Let r > 0, H ∈ (0, 3/4) and (mn)n∈N be an increasing sequence of
positive integers such that ∆n = T/mn → 0 as n→∞. Then

√
∆n

mn∑
i=1

[(
|∆n

i BH |
∆H
n

)r

− cr

]
⇒ λrZ, as n→∞,

where the variance

λ2r = T
∞∑
m=2

a2rmm!

(
1 + 2

∞∑
k=1

ηH(k)m

)

and coefficients arm are defined by (2.6).

Proof. It is enough to check the hypotheses of Theorem 2.1 for the Gaussian process
G = BH . It is clear that BH satisfies the hypothesis (a) of Theorem 2.1 with C1 = 1.
Since H < 3/4, by (4.3) and (4.2), the hypothesis (b) of Theorem 2.1 holds for BH .

By (2.7), for each n ∈ N and (i, j) ∈ {1, 2, . . . ,mn}, we have �ni,jFH = 2−1�ni,j ρ̃,

where ρ̃(s, t) = −[ρH(|s− t|)]2 = −|s− t|2H for (s, t) ∈ [0, T ]2. Thus the hypothesis
(c) of Theorem 2.1 holds for BH . The conclusion of Corollary 4.1 now follows from
Theorem 2.1.

Corollary 4.2. Let H ∈ (0, 3/4], F ∈ F1, d ∈ D and for all n ∈ N denote

Vn :=
n∑
i=1

F
(
nH∆n

i BH

)
and Zn :=

Vn − EVn√
var(Vn)

.

Then for some c ∈ R and for all n ∈ N

d(Zn, Z) ≤ c


n−1/2 if H ∈ (0, 1/2),

n2H−3/2 if H ∈ [1/2, 3/4),

(log n)−1/2 if H = 3/4.
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4.1. Fractional Brownian motion

Remark 4.3. If F = Hq, when 0 < H ≤ 1/2 the same rates of convergence of Vn for
fractional Brownian motion with the Hurst indexH have been obtained in [33] (Theorem
4.1), [34] (Example 2.7) and [10] (Propositions 6.6 and 6.7). In all of the aforementioned
papers the bound has been improved when 1/2 < H < 3/4 and a bound was also proved
in the caseH ∈ [3/4, 1−1/(2q)). The rates in [10] are shown to be optimal. One cannot
expect to prove convergence to a normal random variable when H > 3/4 in Corollary
4.2. For general F -variations it was shown in [21] (Theorem 2) that in case F has
Hermite rank 2, Vn converges in distribution to a random variable in the second Wiener
chaos.

Proof. Let Bn := (nH∆n
i BH , i = 1, . . . , n) and αn := (1, . . . , 1) ∈ Nn. By (4.1) for

all n ∈ N Bn is a standard Gaussian vector and by (3.2) we get Zn = W (Bn, F, αn).
Therefore our aim is to apply Theorem 3.6 to Zn.

By (2.7) and (4.2) for i, j ∈ {1, . . . , n}

rn(i, j) = T−2Hn2HE∆n
i BH∆n

jBH = T−2Hn2H�ni,jFH = ηH(i− j).

Then by (4.3)

n∑
j=1

r2n(i, j) =
n∑
j=1

η2H(i− j) =
n−i∑

r=−i+1

η2H(r) ≤ 2
n∑
r=0

η2H(r)E
n∑
r=1

r4(H−1) (4.4)

and for all m ≥ 2

n∑
i,j=1

rmn (i, j) = n+ 2
∑

1≤i<j≤n

ηmH (i− j) = n+ 2
n−1∑
k=1

(n− k)η2mH (k)

∼ n+ 2H(2H − 1)
n−1∑
k=1

(n− k)km(2H−2),

as n→∞. By (3.11) we thus have

var(Vn) =
∞∑
m=2

a2m
m!

n∑
i,j=1

rmn (i, j) ∼ cF,H

{
n if H ∈ (0, 3/4),

n log n if H = 3/4,
(4.5)

as n → ∞, where am := EF (Z)Hm(Z), Z ∼ N(0, 1), m ≥ 2 and the constant cF,H
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does not depend on n. Also, by (4.3)

n∑
i,k,l=1

|rn(i, k)rn(k, l)| =
n∑
k=1

(
n∑
i=1

|rn(i, k)|

)2

=
n∑
k=1

(
n∑
i=1

|ηH(i− k)|

)2

≤
n∑
k=1

(
2

n∑
r=0

|ηH(r)|

)2

E n

(
n∑
r=1

r2(H−1)

)2

. (4.6)

When 0 < H < 1/2, we have
∑∞

r=1 r
2(H−1) < ∞. Assume 1/2 < H ≤ 3/4. By

(1.17) we have

n

(
n∑
r=1

r2(H−1)

)2

E n4H−1. (4.7)

Finally, set H = 1/2. It is well-known that B1/2 is a standard Brownian motion and
in this case rn(i, k) = 0 whenever i 6= k. Therefore

n∑
i,k,l=1

|rn(i, k)rn(k, l)| =
n∑
k=1

r2n(k, k) = n. (4.8)

By Theorem 3.6, (4.4), (4.5), (4.6), (4.8) and (4.7) there exists a constant c ∈ R such
that for all n ∈ N

d2(Zn, Z) ≤ c

[var(Vn)]2
max
1≤i≤n

n∑
j=1

r2n(i, j)
n∑

i,k,l=1

|rn(i, k)rn(k, l)|

E


n−1 if H ∈ (0, 1/2),

n4H−3 if H ∈ [1/2, 3/4),

(log n)−1 if H = 3/4,

which completes the proof.

4.2 A class of Gaussian processes with stationary incre-
ments

Following Guyon and León [21], Barndorff-Nielsen et al. [6] considered a class of
Gaussian processes defined as follows. Let G = {G(t) : t ∈ [0, T ]} be a mean zero
Gaussian process with stationary increments. Let R : [0,∞) → R be a function with
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values

R(t) := σ2
G(s, s+ t) = E(G(s+ t)−G(s))2, t ≥ 0. (4.9)

In [6], the Gaussian process G is assumed to satisfy the conditions (i)− (iii), where

(i) R(t) = tβL0(t) for some β ∈ (0, 2) and some positive slowly varying at 0 function
L0, which is continuous on (0,∞);

(ii) R′′(t) = tβ−2L2(t) for some slowly varying at 0 function L2, which is continuous
on (0,∞);

(iii) there exists a b ∈ (0, 1) such that

lim sup
x→0

sup
y∈[x,xb]

|L2(y)|
|L0(x)|

<∞.

Under (i)− (iii) with β ∈ (0, 3/2) a functional central limit theorem in the Skorokhod
space D([0, T ]2) is proved in [6, Theorem 6]. This yields a central limit theorem for
V (G, r,R1/2, n) under the same hypotheses.

We will show that the hypotheses (i)− (iii) with β ∈ (0, 3/2) imply the hypotheses
of Theorem 2.1 for any Gaussian process with stationary increments. It is clear that
G ∈ LSI(ρ) with ρ = R1/2, and the hypothesis (a) of Theorem 2.1 holds with C1 = 1.
As for hypothesis (b) we have

ηR(k,∆) :=
R((k + 1)∆) +R((k − 1)∆)− 2R(k∆)

2R(∆)
= η(k,∆)

for each k ≥ 1 and ∆ > 0. By Lemma 1 in [6] we have that for any m ≥ 2

lim
n→∞

yn∑
k=1

ηmR (k, 1/n) =
∞∑
k=1

ηmβ (k) =: Ψm <∞,

where ηβ is defined by (4.2) and (yn) is any increasing and unbounded sequence of
positive integers with values yn ≤ n − 1 for each n ≥ 2. Thus the hypothesis (b) of
Theorem 2.1 holds for G. Due to stationarity of increments, by (2.7) we have�ni,jΓG =

2−1�ni,j ρ̃ for all n ∈ N and i, j ∈ {1, . . . , n}, where ρ̃(s, t) := −R(|t − s|), (s, t) ∈
[0, T ]2. Thus the hypothesis (c) of Theorem 2.1 holds for G, and so the conclusion of
Theorem 2.1 must hold. We have proved the following corollary.
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Corollary 4.4. Let G = {G(t) : t ∈ [0, T ]} be a mean zero Gaussian process with
stationary increments and letR be a function with values (4.9) satisfying the hypotheses
(i)− (iii) with β ∈ (0, 3/2). Let r > 0 and ∆n := T/n for each n ∈ N. Then

√
n

n∑
i=1

[(
|∆n

iG|√
R(1/n)

)r

− cr

]
⇒ λrZ, as n→∞,

where the variance

λ2r = T

∞∑
m=2

a2rmm!

(
1 + 2

∞∑
k=1

ηβ(k)m

)

and coefficients arm are defined by (2.6).

4.3 Subfractional Brownian motion

A sub-fractional Brownian motion with index H is a mean zero Gaussian stochastic
process GH = {GH(t) : t ∈ [0, T ]} having the covariance function RH with values

RH(s, t) := s2H + t2H − 1

2

[
(s+ t)2H + |s− t|2H

]
,

(s, t) ∈ [0, T ]2 (see [12]). Its incremental variance function is given by

σ2
GH

(s, t) = |s− t|2H + (s+ t)2H − 22H−1 [t2H + s2H
]
,

(s, t) ∈ [0, T ]2. The Gaussian processGH has no stationary increments. By Proposition
17 in [31], GH ∈ LSI(ρH) with ρH(u) = uH , u > 0. The following bound is from
[12]:

β1 ≤
σGH (s, t)

ρH(|s− t|)
≤ β2, (4.10)

where β1 :=
√

2− 22H−1 ∧ 1 and β2 :=
√

2− 22H−1 ∨ 1 for all t, s ∈ R.

Corollary 4.5. Let H ∈ (0, 3/4), let r > 0 and let (mn)n∈N be an increasing sequence
of positive integers such that ∆n = T/mn → 0 as n→∞. Then

√
∆n

mn∑
i=1

[(
|∆n

iGH |
∆H
n

)r

− E

(
|∆n

iGH |
∆H
n

)r]
⇒ λrZ, as n→∞,
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4.3. Subfractional Brownian motion

where the variance

λ2r = T

∞∑
m=2

a2rmm!

(
1 + 2

∞∑
k=1

ηH(k)m

)
,

ηH is defined by (4.2) and coefficients arm are defined by (2.6).

Proof. It is enough to check the hypotheses of Theorem 2.1 for the Gaussian process
G = GH . We can assume that H 6= 1/2. By (4.10), GH satisfies hypothesis (a). Since
the local variance function ρH for GH is the same as in the case of fractional Brownian
motion, we conclude by the same arguments as in the proof of Corollary 4.1 that the
hypothesis (b) of Theorem 2.1 holds for GH .

To check the hypothesis (c) let f(x, y) := (x + y)2H for (x, y) ∈ R2
+. By (2.7), for

each i, j ∈ {2, . . . ,mn} we have

z(i, j) :=
�ni,j[RH − 2−1ρ̃H ]

ρH(∆n)]2
=
�ni,jRH

∆2H
n

− ηH(|i− j|)

= −1

2

[
(i+ j)2H + (i+ j − 2)2H − 2(i+ j − 1)2H

]
= −1

2

∫ i

i−1

∫ j

j−1

∂2f(x, y)

∂x∂y
dxdy = −C

∫ i

i−1

∫ j

j−1

dxdy

(x+ y)2(1−H)
,

where C := H|2H − 1| > 0. Let m ≥ 2 and N ≥ 2 be integers, and let α := 2m(H−1).
Using the inequality (x+ y)2 ≥ 2xy and the fact that H < 1, it follows that

AN :=C−m
N∑

i,j=2

|z(i, j)|m =
N∑

i,j=2

(∫ i

i−1

∫ j

j−1

dxdy

(x+ y)2(1−H)

)m

≤ α
N∑

i,j=2

(∫ i

i−1

∫ j

j−1

dxdy

(xy)1−H

)m
= α

(
N∑
i=2

(∫ i

i−1

dx

x1−H

)m)2

≤ α

(
N∑
i=1

im(H−1)

)2

. (4.11)

Since H < 3/4 and m ≥ 2, we have m(H − 1) < −1/2, and so there exists a δ > 0

such that m(H − 1)− 1/2 + δ < −1. Then

(N−1AN)1/2 ≤
√
α

N1/2

N∑
i=1

im(H−1) ≤
√
α

N δ

N∑
i=1

im(H−1)−1/2+δ.
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Taking N = mn and letting n → ∞, it follows that the hypothesis (c) holds for GH .
The proof of Corollary 4.5 is complete.

Corollary 4.6. Let H ∈ (0, 3/4], F ∈ F1, d ∈ D and for all n ∈ N denote

Vn :=
n∑
i=1

F

(
∆n
iGH

σGH (tni , t
n
i−1)

)
and Zn :=

Vn − EVn√
var(Vn)

.

Then for some c ∈ R and all n ∈ N

d(Zn, Z) ≤ c


n−1/2 if H ∈ (0, 1/2),

n2H−3/2 if H ∈ [1/2, 3/4),

(log n)−1/2 if H = 3/4.

Remark 4.7. The same rates of convergence for the Hq-variations of subfractional
Brownian motion have been obtained in [42] (Theorem 3.1). When H = 1/2 we have
the case of a Brownian motion, which in turn is a special case of fractional Brownian
motion. It then follows from Remark 4.3 that the rate for H = 1/2 is optimal. Optimal-
ity of the rates when H ∈ [0, 3/4]\{1/2} is still an open problem.

Proof. Let Bn := (∆n
iGH/σGH (tni , t

n
i−1), i = 1, . . . , n) and αn := (1, . . . , 1) ∈ Rn.

Then Bn is a standard Gaussian vector and by (3.2) we get Zn = W (Bn, F, αn). There-
fore our aim is to apply Theorem 3.6 to Zn.

For all i, j ∈ {1, . . . , n} we have

rn(i, j) = E
∆n
iGH∆n

jGH

σGH (tni , t
n
i−1)σGH (tnj , t

n
j−1)

.

Since H ∈ (0, 3/4], by (4.10) we have

(2/3)T−2Hn2H
∣∣E∆n

iGH∆n
jGH

∣∣ ≤ |rn(i, j)| ≤ 2T−2Hn2H
∣∣E∆n

iGH∆n
jGH

∣∣ . (4.12)

Let ηH be as in (4.2). It is easy to check that for all i, j ∈ {1, . . . , n}

T−2Hn2HE∆n
iGH∆n

jGH = ηH(|i− j|) + z(i, j), (4.13)

where

z(i, j) := 2−1
[
2(i+ j − 1)2H − (i+ j)2H − (i+ j − 2)2H

]
.
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4.3. Subfractional Brownian motion

In the proof of Theorem 2.1 it was shown that if H < 3/4, then for all m ≥ 2 we have

n∑
i,j=1

rmn (i, j) ∼ nT

(
1 + 2

∞∑
k=1

ηmH (k)

)
, as n→∞.

Consider the case when H = 3/4. By (4.11) for all p ≥ 2

n∑
i,j=1

|z(i, j)|p E

(
n∑
k=1

k−p/4

)2

E n, as n→∞, (4.14)

by (1.17). Also, by (1.17) and (4.3) for all p ≥ 2

n∑
i,j=1

ηp3/4(|i− j|) = n+ 2
n−1∑
k=1

(n− k)ηp3/4(k) ∼ n+
3

4

[
n
n−1∑
k=1

k−p/2 −
n−1∑
k=1

k−p/2+1

]

E

{
n log n if p = 2,

n if p > 2,
as n→∞. (4.15)

By the Cauchy-Schwarz inequality, (4.14) and (4.15) for all m ≥ 2 and 1 ≤ p ≤ m we
have

1

n log n

n∑
i,j=1

|ηm−p3/4 (|i− j|)zp(i, j)|

≤

(
1

n log n

n∑
i,j=1

η2m−2p3/4 (|i− j|)

)1/2(
1

n log n

n∑
i,j=1

z2p(i, j)

)1/2

, (4.16)

which converges to 0 as n→∞. By (4.13), the binomial theorem, (4.15) and (4.16) we
have for all m ≥ 2

n∑
i,j=1

T−3m/2n3m/2
(
E∆n

iGH∆n
jGH

)m
=

n∑
i,j=1

[η3/4(|i− j|) + z(i, j)]m

=
n∑

i,j=1

m∑
p=0

(
m

p

)
ηm−p3/4 (|i− j|)zp(i, j)

=
n∑

i,j=1

ηm3/4(|i− j|) + o(n log n), (4.17)
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as n→∞. By (3.11), (4.12), (4.17) and (4.15) we thus have

var(Vn) =
∞∑
m=2

a2m
m!

n∑
i,j=1

rn(i, j)m ∼ Cn log n, (4.18)

as n → ∞, where am := EF (Z)Hm(Z), m ≥ 2 and the constant C does not depend
on n.

The proof of Theorem 3.1 in [42] shows that for allH ∈ (0, 3/4] and all i = 1, . . . , n

n∑
j=1

r2n(i, j) ≤ 1 +
n∑
j=1

j4(H−1) (4.19)

and

n∑
i,k,l=1

|rn(i, k)rn(k, l)|E n

(
n−1∑
k=1

k2(H−1)

)2

(4.20)

as n → ∞. By (4.19), (4.20), (1.17), (4.18) and Theorem 3.6 there exists a constant
c ∈ R such that for all n ∈ N

d2(Zn, Z) ≤ c

[var(Vn)]2
max
1≤i≤n

n∑
j=1

r2n(i, j)
n∑

i,k,l=1

|rn(k, l)||rn(i, k)|

E


n−1 if H ∈ (0, 1/2),

n4H−3 if H ∈ [1/2, 3/4),

(log n)−1 if H = 3/4,

finishing the proof.

4.4 Bifractional Brownian motion

Let 0 < T < ∞, 0 < H < 1 and 0 < K ≤ 1. A bifractional Brownian motion with
parameters (H,K) is a mean zero Gaussian stochastic process BH,K = {BH,K(t) : t ∈
[0, T ]} having the covariance function CH,K with values

CH,K(s, t) := 2−K
{

(t2H + s2H)K − |t− s|2HK
}
,
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4.4. Bifractional Brownian motion

(s, t) ∈ [0, T ]2 (see [22]). The Gaussian processBH,K is a selfsimilar stochastic process
of order HK ∈ (0, 1) and its incremental variance function is given by

σ2
BH,K

(s, t) = 21−K [|t− s|2HK − (t2H + s2H)K ] + t2HK + s2HK

for each s, t ≥ 0. The Gaussian process BH,K has no stationary increments. By Propo-
sition 18 in [31], BH,K ∈ LSI(ρHK) with ρHK(u) = 2(1−K)/2uHK , u > 0. By Propo-
sition 3.1 in [22] we have

1√
2
≤

σBH,K (s, t)

ρH,K(|s− t|)
≤
√

2 (4.21)

for all t, s ∈ R.

Corollary 4.8. LetHK ∈ (0, 3/4), let r > 0 and let (mn)n∈N be an increasing sequence
of positive integers such that ∆n = T/mn → 0 as n→∞. Then

√
∆n

mn∑
i=1

[(
|∆n

i BHK |
∆HK
n

)r

− E

(
|∆n

i BHK |
∆HK
n

)r]
⇒ λrZ, as n→∞,

where the variance

λ2r = T
∞∑
m=2

a2rmm!

(
1 + 21−m

∞∑
k=1

(
(k + 1)2HK + (k − 1)2HK − 2k2HK

)m)
.

and coefficients arm are defined in (2.6).

Proof. It is enough to check the hypotheses of Theorem 2.1 for the Gaussian process
G = BH,K . By (4.21) BH,K satisfies the hypothesis (a) with C1 = 2−1/2.

Recalling notation (5) of η(k,∆n) we have for k ≥ 1

ηn(k) = 2−1∆−2HKn

(
∆2HK
n (k + 1)2HK + ∆2HK

n (k − 1)2HK − 2∆2HK
n k2HK

)
= 2−1

(
(k + 1)2HK + (k − 1)2HK − 2k2HK

)
=: ηHK(k).

Since HK < 3/4, by (4.3) the hypothesis (b) of Theorem 2.1 holds for BH,K .
To check the hypothesis (c) let f(x, y) := (x2H + y2H)K , (x, y) ∈ R2

+. By (2.7)
with ΓG = CH,K and ρ = ρHK , for each i, j ∈ {2, . . . ,mn} we have

z(i, j) :=
�ni,j[CH,K − 2−1ρ̃HK ]

[ρHK(∆n)]2
=
�ni,jCHK

∆2HK
n

− ηHK(|i− j|)
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=
1

2

[
(i2H + j2H)K + ((i− 1)2H + (j − 1)2H)K

−(i2H + (j − 1)2H)K − ((i− 1)2H + j2H)K
]

=
1

2

∫ i

i−1

∫ j

j−1

∂2f(x, y)

∂x∂y
dxdy = C

∫ i

i−1

∫ j

j−1

dxdy

(x2H + y2H)2−K
,

where C := 2K(1−K)H2 > 0.
Let m ≥ 2 and let N ≥ 2 be integers, and let α := 2m(K−2). Using the inequality

(x+ y)2 ≥ 2xy and the fact that HK < 3/4, we have

AN :=C−m
N∑

i,j=2

|z(i, j)|m =
N∑

i,j=2

(∫ i

i−1

∫ j

j−1

(xy)2H−1

(x2H + y2H)2−K
dxdy

)m

≤ α

N∑
i,j=2

(∫ i

i−1

∫ j

j−1

(xy)2H−1

(xy)H(2−K)
dxdy

)m
= α

(
N∑
i=2

(∫ i

i−1
xHK−1dx

)m)2

≤ α

(
N∑
i=1

im(HK−1)

)2

. (4.22)

Since HK < 3/4 and m ≥ 2, m(HK − 1) < −1/2, and so there exists a δ > 0 such
that m(HK − 1)− 1/2 + δ < −1. Then

(N−1AN)1/2 ≤
√
α

N1/2

N∑
i=1

im(HK−1) ≤
√
α

N δ

N∑
i=1

im(HK−1)−1/2+δ.

Taking N = mn and letting n → ∞, it follows that the hypothesis (c) holds for BH,K .
The proof of Corollary 4.8 is complete.

Corollary 4.9. Let HK ∈ (0, 3/4], F ∈ F1, d ∈ D and for all n ∈ N denote

Vn :=
n∑
i=1

F

(
∆n
i BH,K

σBH,K (tni , t
n
i−1)

)
and Zn :=

Vn − EVn√
var(Vn)

.

Then for some c ∈ R and all n ∈ N

d(Zn, Z) ≤ c


n−1/2 if HK ∈ (0, 1/2),

n2HK−3/2 if HK ∈ [1/2, 3/4),

(log n)−1/2 if HK = 3/4.

Remark 4.10. The same rates of convergence for the quadratic variation of bifractional
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4.4. Bifractional Brownian motion

Brownian motion have been obtained in [1] (Theorem 3.2). Since fractional Brownian
motion is a special case of a bifractional Brownian motion (when K = 1), it follows
from Remark 4.3 that the rate for HK ∈ (0, 1/2] is optimal. Optimality of the rates
when HK ∈ (1/2, 3/4] is still an open problem.

Proof. Let Bn := (∆n
i BH,K/σBH,K (tni , t

n
i−1), i = 1, . . . , n) and αn := (1, . . . , 1) ∈

Rn. Then Bn is a standard Gaussian vector and by (3.2) we get Zn = W (Bn, F, αn).
Therefore our aim is to apply Theorem 3.6 to Zn.

For all i, j ∈ {1, . . . , n} we have

rn(i, j) = E
∆n
i BH,K∆n

jBH,K

σBH,K (tni , t
n
i−1)σBH,K (tnj , t

n
j−1)

.

By (4.21) we have

T−2HKn2HK
∣∣E∆n

i BH,K∆n
jBH,K

∣∣ ≤ |rn(i, j)|

≤ 2T−2HKn2HK
∣∣E∆n

i BH,K∆n
jBH,K

∣∣ . (4.23)

Let ηHK be as in (4.2) with H replaced by HK. It is easy to check that for all
i, j ∈ {1, . . . , n}

T−2HKn2HKE∆n
i BH,K∆n

jBH,K = ηHK(|i− j|) + z(i, j), (4.24)

where

z(i, j) :=2−1
[
(i2H + j2H)K + ((i− 1)2H + (j − 1)2H)K

−(i2H + (j − 1)2H)K − ((i− 1)2H + j2H)K
]
.

In the proof of Theorem 2.1 it was shown that ifHK < 3/4, then for allm ≥ 1 we have

n∑
i,j=1

rmn (i, j) ∼ nT

(
1 + 2

∞∑
k=1

ηmHK(k)

)
, as n→∞.

Consider the case when HK = 3/4. By (4.22) for all p ≥ 2

n∑
i,j=1

|z(i, j)|p E

(
n∑
k=1

k−p/4

)2

E n, as n→∞, (4.25)
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by (1.17).
By (4.25) and (4.15) we have that (4.16) holds for the function z of this corollary,

thus by the same arguments as in (4.17) we have for all m ≥ 2

n∑
i,j=1

T−3m/2n3m/2
(
E∆n

i BH,K∆n
jBH,K

)m
=

n∑
i,j=1

ηm3/4(|i− j|) + o(n log n) (4.26)

as n→∞. By (3.11), (4.23), (4.26) and (4.15) we thus have

var(Vn) =
∞∑
m=2

a2m
m!

n∑
i,j=1

rmn (i, j) ∼ Cn log n, (4.27)

as n → ∞, where am := EF (Z)Hm(Z), m ≥ 2, and the constant C does not depend
on n.

In the proof of Theorem 3.1 in [1] it is shown that

n∑
j=1

r2n(i, j) ≤ 1 +
n∑
j=1

j4(HK−1) (4.28)

and

n∑
i,k,l=1

|rn(i, k)rn(k, l)|E
n−1∑
k=1

k4HK−2 + n

(
n−1∑
k=1

k2HK−2

)2

(4.29)

as n → ∞. By (4.28), (4.29), (1.17), (4.27) and Theorem 3.6 there exists a constant
c ∈ R such that

d2(Zn, Z) ≤ c

[var(Vn)]2
max
1≤i≤n

n∑
j=1

r2n(i, j)
n∑

i,k,l=1

|rn(k, l)||rn(i, k)|

E


n−1 if HK ∈ (0, 1/2),

n4HK−3 if HK ∈ [1/2, 3/4),

(log n)−1 if HK = 3/4,

as n→∞, finishing the proof.
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4.5. Processes with a local variance

4.5 Processes with a local variance

Our next step is to apply Theorem 3.10 to processes having a local variance. Some of
the hypotheses of our Theorem 4.11 come from Theorem 2.1. See Remark 2.3 for an
explication of these hypotheses.

Theorem 4.11. Let T > 0 andG := {Gt, t ∈ [0, T ]} be a mean zero Gaussian process
from the class LSI(ρ) with some ρ ∈ R[0, T ], H ∈ F0 and

(a) there is a finite constant C1 > 0 such that for all (s, t) ∈ [0, T ]2

C1ρ(|t− s|) ≤ σG(s, t); (4.30)

(b) it holds that

sup
n

{
max
1≤i≤n

n∑
j=1

[
E

(
∆n
iG∆n

jG

σG(tni , t
n
i−1)σG(tnj , t

n
j−1)

)]2}
<∞; (4.31)

(c) for every integer m ≥ 2 there is a real number Ψm such that the following limit
exists and the equality

lim
n→∞

yn∑
k=1

[η(k, n)]m = Ψm (4.32)

holds for every increasing and unbounded sequence of positive integers (yn)n∈N

with values yn ≤ n− 2 for each n ∈ N (the function η is defined by (4.2));

(d) for every p ≥ 2

lim
n→∞

1

n[ρ(1/n)]2p

n∑
i,j=2

∣∣�ni,j [ΓG − 2−1ρ̃
]∣∣p = 0,

where ρ̃(s, t) := −ρ2(|t− s|), (s, t) ∈ [0, T ]2.

Then in the space D[0, 1] equipped with the Skorokhod topology

Y n(G,H)⇒ λG,HW as n→∞,
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where Y n is defined by (6) and

λ2G,H := T
∞∑
m=2

a2H,m
m!

(1 + 2Ψm)

and with Hm, m ≥ 2, defined in (1.1) we denote

aH,m := EH(Z)Hm(Z). (4.33)

Proof. We will apply Theorem 3.10. For that we need to check its hypotheses (b)− (d)

since (a) coincides with (4.31). For n ∈ N and (i, j) ∈ {1, . . . , n}2 let

rn(i, j) := E

(
∆n
iG∆n

jG

σG(tni , t
n
i−1)σG(tnj , t

n
j−1)

.

)
Let I = J = {1, . . . , n}. In the proof of Theorem 2.1 it was shown that under the
hypotheses given we have for all m ≥ 2

1

n

∑
i∈I

∑
j∈J

rmn (i, j) =
1

n

∑
i∈I

∑
j∈J

[ηn(|i− j|)]m + o(1), (4.34)

as n→∞, and

lim
n→∞

1

n

∑
i∈I

∑
j∈J

[ηn(|i− j|)]m = T (1 + 2Ψm).

By similar arguments one would show the equality in (4.34) for any I, J ⊂ {1, . . . , n},
and conclude that for any 0 ≤ s < t ≤ 1 and all m ≥ 2

lim
n→∞

1

n

[nt]∑
i,j=[ns]+1

rmn (i, j) = T (t− s)(1 + 2Ψm).

It was also shown that for every m ≥ 2, 1 ≤ p ≤ m− 1 we have

lim
n→∞

1

n2

n∑
i,j,k,l=1

|rpn(i, j)rpn(k, l)rm−pn (i, k)rm−pn (j, l)| = 0,

thus we are left to check the hypothesis (c). Let s, t, u, v ∈ [0, 1] be such that s < t ≤
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4.5. Processes with a local variance

u < v. Assume t = u, with the case t < u being easier. By (4.34) we can bound

1

n

[nv]∑
i=[nu]+1

[nt]∑
j=[ns]+1

r2n(i, j) =
1

n

[nv]∑
i=[nu]+1

[nt]∑
j=[ns]+1

[ηn(|i− j|)]2 + o(1)

≤ 1

n

[nv]−[nt]∑
i=1

([nt]− [ns])η2n([nt]− [ns] + i− 1)

+
1

n

[nt]−[ns]∑
i=1

iη2n(i) + o(1).

By (2.30) the second term on the right hand side converges to zero. As for the first one,
by (4.32) we can write

[nv]−[nt]∑
i=1

η2n([nt]− [ns] + i− 1) =

[nv]−[ns]−1∑
k=[nt]−[ns]

η2n(k)

=

[nv]−[ns]−1∑
k=1

η2n(k) +

[nt]−[ns]−1∑
k=1

η2n(k)→ 0,

as n→∞, which completes the proof.

Corollary 4.12. Theorem 4.11 applies to subfractional Brownian motion process with
index H < 3/4 and bifractional Brownian motion process with parameters (H,K)

satisfying HK < 3/4.

Proof. Bifractional Brownian motion with parameters (H,K) belongs to LSI(ρH,K)

with ρH,K(u) = 2(1−K)/2uHK , u > 0, (see Section 4.4) and subfractional Brownian
motion with parameter H belongs to LSI(ρH) with ρH(u) = uH , u > 0, (see Section
4.3). Hypotheses (a), (c), (d) were checked for subfractional and bifractional Brownian
motions in Corollaries 4.5 and 4.8 respectively. Hypothesis (b) holds for subfractional
Brownian motion by (4.19) and for bifractional Brownian motion by (4.28). This com-
pletes the proof.

Remark 4.13. Given a process G ∈ LSI(ρ) with some ρ ∈ R[0, T ], and a function
H : R → R one could consider the modified H-variations of G with σG(tni , t

n
i−1)

replaced by ρ(tni − tni−1) in (1). If there exists a function g : R+ → R+, which is
bounded on compact intervals, such that H(xy) = g(x)H(y) for all x, y ∈ R (which is
the case with the power function, for example), and there exists a constant K such that
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σG(s, t) ≥ Kρ(|t− s|) for all (s, t) ∈ [0, T ]2, then

n∑
i=1

H

(
G(tni )−G(tni−1)

ρ(tni − tni−1)

)
=

n∑
i=1

g

(
σG(tni , t

n
i−1)

ρ(tni − tni−1)

)
H

(
G(tni )−G(tni−1)

σG(tni , t
n
i−1)

)
, (4.35)

and by (4.10) and (4.21) we can apply Theorem 3.6 to bifractional and subfractional
Brownian motions to get the same order of the Berry-Esséen bound as in Corollaries
4.6 and 4.9.

If g is also continuous at 1 and g(1) = 1 then one can prove an analogue of Theorem
4.11 to bifractional and subfractional Brownian motions with the partial sum process
corresponding to (4.35).
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Chapter 5

Conclusions

During the doctoral studies at Vilnius University, we have studied the H-variations of
Gaussian processes with possibly non-stationary increments. In this last Chapter, a brief
summary of the results obtained is given.

• In the second Chapter we investigated the special case of power variations of
Gaussian processes having a local variance. We obtained a central limit theorem
for these variations, which is a generalization of some previous results.

• In the third Chapter we considered general sequences of standard Gaussian vectors
and the weighted H-sums of these vectors. We proved a Berry-Esséen bound for
three distances between these H-sums and a standard Gaussian random variable.
In this chapter we also considered partial sum processes corresponding to these
H-sums and proved a functional central limit theorem for them.

• In the fourth Chapter we applied the results obtained in the previous chapters
to fractional Brownian motion, processes with stationary increments, subfrac-
tional Brownian motion, bifractional Brownian motion and processes having a
local variance. The rate of convergence in the central limit theorem obtained was
the same for fractional, subfractional and bifractional Brownian motion and was
argued to be optimal in some cases.
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